
 

 

Themes focused on interdisciplinarity and sustainable development worldwide V.01 - Correlations between Sustainable 

Development Goals and Discriminations Algorítmicas Laborais 

 

10.56238/tfisdwv1-029 

 

Luiza Barreto Braga Fidalgo Jucá 

Attorney of Labor (MPT) in Manaus (PRT11). Master's 

student in law at PPGD at UFMG. Bachelor of Law from 

the Federal University of Bahia (2016). Postgraduate in 

Labor Law with emphasis on Labor Reform from the Verbo 

Educacional College (2019). Postgraduate in Law and 

Labor Process from The Verbo Educacional College (2019) 

E-mail: fidalgoluiza@gmail.com 

 

ABSTRACT 

This article has as scope a development of correlations 

between objectives of sustainable analysis, notably 

SDGs 5, 8 and 10 of the UN 2030 Agenda, and a use 

of artificial intelligence algorithms in labor relations, 

passing through the examination of transparency of 

transparency to so that there is no perpetuation of 

racial and gender discrimination, social fostering 

inequalities,  to the detriment of workers. As proposals 

for shaping biases and actions of actions in the face of 

intrinsically compensatory discriminatory practices in 

groups to protect principles related to accuracy, 

explainability and intelligibility of AI mechanisms, as 

a way to avoid the a priori of phases exclusion in the 

contracting phases, maintenance and professional 

advancement. 
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1 INTRODUCTION 

The article under analysis aims to evaluate the correlation between the Sustainable Development 

Goals and the impacts of artificial intelligence mechanisms in relation to the perpetuation of discriminatory 

practices, as well as with regard to combating social inequalities, racism and sexism, in industrial relations 

. The algorithms themselves are neutral, but structural racism, patriarchal machismo and class disparities 

that permeate society are present in the human subconscious and are reflected in the parameterization of 

mathematical sequences biased in Artificial Intelligence (AI) tools. 

Initially, it was intended to make considerations about the Sustainable Development Goals inserted 

in the UN 2030 Agenda, based on the understanding of the very principle of sustainable development itself. 

Moreover, there was the analysis of the interface between SDGs 8 and the fundamentality of decent and 

decent work for modern democracy, which is associated with the  idea of right  to work in fair and 

egalitarian conditions as   an  instrument for coping with social inequalities. 

Then, there was the theoretical conceptualization of algorithms, machine learning, as well  as links 

were established between AI tools and labor law. Furthermore, discrimination assessments were considered 

in different modalities, with emphasis on algorithmic discriminatory practices. At the same time, empirical 

research was mapped from foreign literature in which racist and sexist viese scans were found in algorithms 

related to the pre-contractual, maintenance and professional ascension phases.  Emphasis was placed on 

how discriminatory practices also offend SDDs 5 and 10, which deal respectively with gender equality and 

the reduction of inequalities. 

Once such ills were identified from algorithmic biases, it was analyzed how such mathematical 

formulas could act in a counter-majority manner, in favor of inclusive and diverse policies, as instruments 
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that are rea-tory. At this juncture, the need for data accuracy, audits, accountability, intelligibility, 

transparency of  Artificial Intelligence mechanisms was ratified, in order to enhance equity in labor 

relations, with the conformation of algorithmic vieses operating in favor of the principle of isonomy. 

 

2 SUSTAINABLE DEVELOPMENT GOALS 

The Sustainable Development Goals represent a global call to  action to eliminate poverty, protect 

the environment, climate and safeguard for populations, regardless of ethnic and territorial origins, peace 

and prosperity.  Acting towards the achievement of these objectives means contributing directly to the 

achievement of the UN 2030 Agenda. 

According to José María Gimeno Feliu (2021, p. 67-68),the United Nations Sustainable 

Development Goals, foreseen in 2030 (adopted on 25 September 2015 and effective from January 2016), 

in order to promote convergence between EU countries, in societies and with the rest of the world,  had an 

indisputable impact on the public agendas of all public authorities. The 17 objectives, under the motto 

"Transform Our World", present an integrated and indivisible character, encompassing economic, social 

and environmental aspects (they are a highly ambitious and transformative strategy for the future). The 

United Nations Agenda proposes, among other objectives, sustained, inclusive and sustainable economic 

growth as something essential to prosperity. In addition, the Agenda addresses factors that generate 

violence, insecurity and injustice, such as inequalities, corruption, poor governance, etc.  (free translation) 

 

2.1 PRINCIPLE OF SUSTAINABLE DEVELOPMENT 

The concept of sustainable development itself can presupposition its understanding as a meta-

principle, which would go beyond the idea of being a mere right. According to Jamile Mata Diz (2019, p. 

86), the principle of sustainable development is based on two types of solidarity that complement each 

other, well elucidated in Sachs' words "the chronic solidarity with the present generations and the diachronic 

solidarity with future generations."  Furthermore, the author (DIZ, 2019, p. 87-88) continues in the sense 

that: 

 

As a metaprinciple of environmental law, sustainable development permeates any initiative, 

governmental or not, public or private, besides serving as a mandamental basis for the creation of 

new principles, norms and acts that promote due environmental protection. Furthermore, despite 

criticism stemming from its non-binding nature and even the categorization of the principle of 

international law, according to Lowe9, it is undeniable that sustainable development has been 

elevated to the condition of metaprinciple by establishing the search "for balance of conflicting 

interests of economic growth, environmental protection and social justice, whether in judicial 

decisions or in the elaboration of norms and policies at national and international level.  

  

InBrazil, the right to sustainable development is intrinsically related to the recognition that much of 

social, civil and political rights  are  systematically  denied in dadas partes of the planet,  due to social 

inequality  and,  above all, economic disparities peoples and nations. Therefore, it is the presupposition of 



 

 

Themes focused on interdisciplinarity and sustainable development worldwide V.01 - Correlations between Sustainable 

Development Goals and Discriminations Algorítmicas Laborais 

achieving sustainable development globally to try to equalize     economic differencesand policy that result 

in extremely harmful social rights. 

The international courts and, at the national level, also the Supreme Court, have judged that 

constitutesthe relevance of the implementation of such a principle in a concrete way. At the European level, 

according to Jamile Mata Diz (2013, p. 10), notthe current founding normative instrument (Treaty of 

Lisbon), the principle of integration is expressly provided for inArticle 11 of the EU Functioning Treaty 

(TFEU) by establishing that " Environmental protection requirements should be integrated into the 

definition and implementation of Union policies and actions, in particular with the aim of promoting 

sustainable development."  .  It is, therefore, a ratification of the relevance of actions between the different 

peoples with a view to enabling effective sustainable development. 

 The express prediction of such a meta principle in the Treaty of Lisbon stems from a maturing of 

the movement, for example, which refers to theRat t of Amsterdam, according to which the  principle of 

sustainable development was among the objectivesof the European Community. It is therefore a question 

of delimiting the implementation of a  high level of environmental protection  as one of theeuropean Union's 

absolute priorities. 

According to Jamile Mata Diz (2019, p. 90-91), sob the doctrinal aspect, the principle has been 

analyzed from the perspective of the triple bottom line, created in 1994 by Elkington, in which it is 

determined that "organizations must take into account aspects not only economic, but also social and 

environmental, which relate to their respective activities". The concept received criticism stemming from 

the lack of clarity when considering and applying the variables proposed by the method, but the importance 

of the triple bottom line is undeniable for maintaining the defense of sustainable development in several 

areas, and increasingly it becomes evident the need for a legal order consistent with the highest level of 

environmental protection. 

 

2.2 SOD 8 AND THE RIGHT TO DECENT WORK  

Formalised by the ILO in 1999, the concept of decent work embodies its historic mission of 

providing opportunities for men and women to have access to a labor with productivity and quality, in free, 

equitable, safe circumstances, with the primacy of human dignity. Respect for decent work is a sine qua 

non condition for "overcoming poverty, reducing social inequalities, ensuring democratic governance and 

sustainable development." ORGANIZAÇÃO INTERNACIONAL DO TRABALHO, [s.d.]) 

The Philadelphia Declaration destinies the coisification of human labor (item "I", "a"), by 

disciplining that labor is not a commodity. The Universal Declaration of Human Rights (1948) advocates 

the right of all to have decent working conditions and employment opportunities (art. XXIII), in line with 

the also provisions of Art. XIV of the American Declaration of The Rights and Duties of Man (1948). 

Adopting a similar starting point, the Pact of Economic, Social and Cultural Rights protects freely chosen 

or accepted work, as well as encourages full productive employment (art. 6). The Protocol of San Salvador 
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(Art. 6) and the Mercosur Socio-Labor Declaration (art. 14) ratify the provision for fair work mechanisms 

and promotion of employment.  

Furthermore, the expansion of the effective guarantee of decent work is one of the goals of the 

SUSTAINABLE DEVELOPMENT Goals of the UN 2030 Agenda. In the same vein, see the Declaration 

on Fundamental Principles and Rights at Work (1998), which enshrines eight fundamental themes with a 

view to the consecration of decent work. This is the choice of priority issues that have led to the recognition 

1of core obligations, i.e. Conventions of mandatory observance for ILO members, even if they have not 

ratified the respective instruments. The ILO Centennial Declaration for the Future of Work (2019) 

reinforces the need to urgently combat child labor, neo-slavery, guarantee trade union freedom, collective 

bargaining, and ban any form of discrimination aimed at employment or occupation, as ways to promote 

the existence of decent and decent work. 

In the meantime, the prediction of the right to decent work and economic growth as the eighth 

objective of the Sustainable Development Goals represented a significant advance for the recognition of 

the normativity of social rights, as it represented the perception that decent work is an essential factor for 

the construction of sustainable development.  

Targets for achieving decent work have been recognized, in the context of this objective, which 

reflect the concerns of the International Labour Organization with the preponderant challenges that 

permeate labour rights. Targets related to the improvement of environmental working conditions, 

eradication of forced labor, exploitation of child labor were expected. At this moment, due to its close 

relationship with the scope of this research, it  is  worth noting the  importance of goals 8.5 and 8.82, which 

reveal special care for women's rights, as historically marginalized workers and subjected to undignified 

working conditions.  The understanding that it is necessary to guarantee a minimum civilizing level, 

according to Maurício Godinho Delgado (2016, p. 1465-1467), with a view to safeguarding a decent work, 

according to Gabriela Neves Delgado (2006, p. 55), and decent, permeates the effectiveness of labor human 

rights in all stages of professional hiring, maintenance and ascension.  

 

3 ARTIFICIAL INTELLIGENCE AND DISCRIMINATION 

3.1 MACHINE LEARNING AND ALGORITHMS 

With regard to artificial intelligence mechanisms, Resolution No. 332 of August 21, 2020, of the 

National Council of Justice conceptualizes algorithm as "Art. 3º (...) finite sequence of instructions executed 

by a computer program, with the aim of processing information for a specific purpose;" (NATIONAL 

 
1 For more information on the eight conventions considered fundamental by the ILO, see alvarenga, Rúbia Zanotelli from. The 

declaration of fundamental principles and rights at work in 1998 and the iLO fundamental conventions commented on. Healthy 

Paulo: Ltr, 2018. 
2 See content of such goals on the website: https://brasil.un.org/pt-br/sdgs/8, namely: "8.5 By 2030, achieve full and productive 

employment and decent work for all women and men, including young people and people with disabilities, and equal pay for 

work of equal value" and "8.8 Protect labor rights and promote safe and protected working environments for all workers, 

including migrant workers,  in particular migrant women, and people in precarious jobs." 

https://brasil.un.org/pt-br/sdgs/8
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COUNCIL OF JUSTICE, 2020). The algorithm can refer to any statement, such as computer code, that 

performs a set of commands. This statement is essential to how computers process data. They would thus 

be coded procedures to transform the data entry into the desired output, based on specific calculations.  

(ARTICLE 19, 2018, p.  8, English free translation) 

These are mathematical formulas designed and elaborated by programmers, engineers, technicians, 

with scientific knowledge predominantly in the area of exact, without responsibility for ethical, moral or 

socio-legal barriers that impose guidelines for non-discriminatory conduct (FRAZÃO, 2021b, p. 2) 

In the epicenters of technological communities, the absences of ethnic plurality, inclusion of 

vulnerable groups and diversity of views are revealed not only in the low hiring of technicians from such 

marginalized groups (VINUESA et al, p. 3, 2020, free translation of English); but, above all, in the poor 

representation of historically excluded groups that integrate decision-making centers in the preparation of 

machine learning , as referenced by research by Joy Buolamwini, computer scientist and researcher at MIT 

(Massachusetts Institute of Technology) Media Lab in  the documentary Coded Bias (NETFLIX, 2020). 

Machine learning often uses algorithms trained with a vastness of data to improve system 

performance on a task over time. Tasks tend to involve decision-making or pattern recognition, with many 

output possibilities and a variety of domains and forms. (ARTICLE 19, 2018, p. 9, English).  In this context, 

in addition to the algorithmic evises being able to emanate from the values and priorities of those who train 

and project them, it is possible that algorithmic discrimination snares from non-representative training data, 

when the dataset, or the database, for algorithmic formulas, is insufficient. (KERTYSOVA, 2019, p.5,  Free 

English translation) 

The investigation on the reasonableness of implementing artificial intelligence mechanisms in 

admission stages, as well as in the course of the employment relationship, has in its bulge the understanding 

of how to deal with algorithmic opacity, especially in view of the complexity of neural networks stalked in 

automated decisions. (KERTYSOVA, 2019, p.5, English translation) In parallel,  in the wake of maja 

brkan's (2019, p.71), it is essential to recognize that any technology is in itself neutral, and that democracy 

and other public values are affected by the human use of this technology and its purpose, as determined by 

humans.  

 

3.2 ALGORITHMIC DISCRIMINATION 

The concept of discrimination in its sense of illegitimate inequality presupposes the occurrence of 

arbitrary, unacceptable, unjustifiable, intolerable distinctions (MALLET, 2010), given the circumstances 

and standards then in force. It substantiates, therefore, the externalization of prejudice, through the use of 

discrímen factors, of unjustly disqualifying criteria (DELGADO, 2010, 108), in direct offense to the 

principle of neutrality (art. 5, caput, CFRB).  

Discrimination can occur directly when there is a violation of the principle of equal treatment, 

arbitrarily and unmotivatedly. Furthermore, it can occur indirectly, when there is no apparent intention to 
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discriminate, but apparently neutral provisions, criteria, or practices put certain people or groups at a 

disadvantage when compared to the others (CARLOS, 2019, p. 87) 

The concept of indirect discrimination (JAKUTIS, 2006, p. 59) is thus associated with the theory of 

disproportionate impact or adverse impact (as precedent of U.S. law Griggs v. Duke Power), and indirect 

illegitimate discrimination is sealed by ILO Conventions 100 and 111, which represent cores,  according 

to the ILO Declaration of Principles 1998. Where such provision, criterion or practice may be objectively 

justified in attention to a reasonable purpose, indirect discrimination is not configured.  

Artificial intelligence mechanisms have an increasing influence on labor relations, given the 

technological developments in the realm of the Cyber Revolution, Industry 4.0, or the Fourth Industrial 

Revolution in  the gig economy (KALIL, 2019, p. 99).  As brought by Katarina Kertysova (2019, p.2), 

despite its numerous benefits, AI-driven systems generate a number of ethical issues and pose new risks to 

human rights and democratic policies. Concerns raised by the community of experts include the lack of 

algorithmic justice (leading to discriminatory practices such as racial and gender bias), content 

personalization resulting in partial information blindness ("filter bubble"), violation of user privacy, 

potential user manipulation, or manipulation of video and audio without the consent of the individual.  

Algorithmic discrimination occurs when there is contamination of the input database by certain 

vieses that produce distortions  in outputs, revealing a result in non-conformity or with negative effects that 

exceed the programmer's goal. This practice is configured when certain content is negatively valued or 

excluded from the output corresponding to what the artifice understands as appropriate, with a fulcrum in 

criteria considered unjustly disqualifying. (MINISTÉRIO PÚBLICO DO TRABALHO, 2021, p. 21) 

At first glance, the alternative of a "blind choice" of resumes only of technically more skilled 

workers proved to be a commendable solution. However, in practice, the formulas elaborated to make such 

previous selections were as or more prejudiced, racist (SWEENEY, 2013, p. 44, free translation of English) 

and sexist (LINDOSO, 2019, p. 116), than human interviewers themselves. In the wake of the explanation 

explained by Tania Sourdin (SOURDIN, 2018, p. 1129), some forms of Artificial Intelligence that are in 

use have already demonstrated that there may be significant risks in the use of these tools in terms of bias, 

as well as that programmers and other decision makers can replicate human prejudice even without 

intending to do so.  

Regarding the repercussion of algorithms in labor relations, Cathy O'Neil (2016, p.17, English) 

describes a ranking situation of teachers in Washington according to arbitrary scores they received from 

data crossings performed by algorithms. The statistics and probabilities of a teacher being a bad hire, or an 

incompetent teacher, came from algorithmic results, which could not be explained even by the educational 

institutions that adopted them. In addition to being weakly offensive to the core of human rights, the results 

of the aforementioned research with teachers in Washington revealed disharmony between algorithmic 

scores and the opinions of students, principals, about the competence of negatively evaluated teachers. 

(O'NEIL, 2016, p.19, English translation) 
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3.3 CORRELATIONS BETWEEN ALGORITHMIC DISCRIMINATION, SDGs 5 (GENDER 

EQUALITY) AND SDGS 10 (REDUCTION OF INEQUALITIES) 

Empirical research in foreign literature has demonstrated the presence of algorithms reflecting 

racist, sexist vieses (SILVA; KENNEY, 2019, p. 37, free translation of Human Decisions), resulting in the 

practice of algorithmic discrimination in labor relations (KLEINBERG; LUDWIG; MULLAINATHAN; 

SUNSTEIN, 2019, p. 164, English). The reproduction of structural racism in algorithmic formulas is 

reflected in advertisements directed according to criteria of race, color (SWEENEY, 2013, p. 44, free 

translation of English) and accentuates unfairly disqualifying criteria since the stages of hiring in industrial 

relations. (O'NEIL, 2016, p. 95, English translation) 

In the United States, empirical research with pre-contractual algorithmic mechanisms has shown 

evidence of direct and indirect discrimination. As brought by Cathy O'Neil (O'NEIL, 2016, p. 95), data 

surveys conducted in 2002 by MIT researchers revealed the preference of curriculum selection systems for 

"typically white" names, compared to "typically black".  

In addition to the lack of diversity in data sets, the affront to SDGs 10 for identified racist biases 

reflects the lack of gender, race, and ethnicity diversity in the AI workforce. Diversity is one of the main 

principles that support innovation and social resilience, which will become essential in a society exposed 

to changes associated with AIinvolvement.  Social resilience is also promoted by decentralization, that is, 

by the implementation of AI technologies adapted to the cultural context and the particular needs of each 

differentregion.  (VINUESA et al, p.  4, 2020, English free translation) 

In addition to the refractive to social practices that reveal structural racism, the fight against 

algorithmic discrimination permeatesthe refractive of the sexual division of labor (ARAÚJO, 2019, p. 377), 

through  the safeguarding of women's rights, victims of sexist, patriarchal, oppressive conduct, which 

segregate them from fair conditions in the labor market. (TEODORO, 2020, p. 105) 

With regard specifically to discrimination against women and minorities, Ricardo Vinuesa et al 

(2020, p. 3) points out that there is another important gap in AI in the context of the Sustainable 

Development Goal of n. 5 on gender equality: there is not enough research to assess the potential impact of 

technologies such as intelligent algorithms,  recognition, or enhanced learning, of discrimination against 

women and minorities. Examples, machine learning algorithms trained uncritically, without monitoring 

regular news articles, inadvertently learned and reproduced social prejudices against women and girls, 

which are incorporated into current languages (VINUESA et al, 2020, p. 3, English free translation)  

Moreover, also by way of example, Cássio Casagrande (2020, p. 147) cites a situation that occurred 

in the company Amazon, in which the use of algorithms to control employee productivity demonstrated 

results in which the workers more "slow" in the performance of their tasks, according to the software, would 

be pregnant women. The average fulfillment of tasks was obtained from the calculation of the time spent 

on personal scanners that employees use to ship the products from their shelves and mats. Pregnant 

workers, who spent time on breaks to go to the bathroom, due to the peculiar condition of pregnancy, had 
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their physiological demands misinterpreted by the algorithms, which classified them as employees who, 

because they were unproductive, should be dispensed with. 

The above examples corroborate the thesis of the great generic risk of AI systems, represented by 

the production of a result that reveals problems marked by opacity, arbitrariness of criteria and conclusions, 

correlate to discretion, discrepancy with fundamental rights and other legal principles, linking the system 

to deepening inequality and unpredictability of the impact of its application of automated correlations and 

inferences. (PEIXOTO, 2020a, p. 55). The use of algorithmic mechanisms in affront to fundamental rights 

infringes the premise of transparency (KROST, GOLDSCHMIDT, 2021, p. 68), data surveillance and 

accountability of artificial intelligence tools and, therefore, should be restrain. 

 

3.4 CONFORMATION OF VIESES AND COMPENSATORY ACTIONS 

Empirically proven the possible ills of usingintelligence tools to rtificial, selena Silva and Martin 

Kenney (2019, p. 39) scored that the bias of the algorithms themselves can be solved. As these authors 

assert, digital processes create a record that can be examined and analyzed with software tools. In the 

analogue world, ethnic or other discrimination was difficult and costly to study and identify. From another 

band, in the digital context, the captured data is often permanent and can help identify and monitor progress 

in addressing ethnic prejudice, among other types of discrimination. 

The use of beneficial algorithms has also been suggested, in the logic of positive discrimination, 

compensatory actions and reparatory proposals. Depending on Cass Sunstein (2018, p.1), well-designed 

algorithms should be able to avoid cognitive biases of various kinds. Furthermore, it is possible that 

algorithms are engendered in such a way as to avoid taking into account race (or other factors) when used 

illegally, as well as being designed in such a way as to produce any type of racial, sexual, desired balance 

and thus reveal compensation summations between various social values. In this second perspective, the 

skewed formulation of algorithms would be intended to balance competing social values, achieving a new 

transparency on some difficult tradeoffs.  

In the same sense, favorable to the potentially beneficial use of algorithms, say Jon Kleinberg, Jens 

Ludwig, Sendhil Mullainathan, Cass R Sunstein (2019, p. 114,  English free translation) that, when 

algorithms are involved, proving discrimination will be easier, should be or can be done to be. The law 

prohibits algorithm discrimination, and this prohibition can be implemented by regulating the process by 

which algorithms are designed. This implementation can codify the most common approach to building 

machine learning classification algorithms in practice and adding detailed record keeping requirements.  

Still in the wake of Jon Kleinberg, Jens Ludwig, Sendhil Mullainathan, Cass R Sunstein (2019, p. 

114), such an approach would provide valuable transparency about the decisions and choices made in the 

construction of algorithms, as well as about trade-offs between relevant values. The key challenges to the 

realization of this mister refer, in a sense, to the fact that, in a crucial sense, algorithms are not decipherable: 

it is not possible to determine what an algorithm will do by reading the underlying code. Such unviability 
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is more than a cognitive limitation; it's a mathematical impossibility. To know what an algorithm will do, 

one must perform the task at hand, collecting an observed gap, such as differences in hiring rates by gender, 

to decide whether the difference should be attributed to discrimination as defined by law. Such assignments 

do not require a read of the code. Instead, there may be an examination of the data provided to the algorithm, 

as well as polling its outputs, which is eminently feasible. The opacity of the algorithm does not prevent 

scholars from scrutinizing its construction or experimenting with its behavior, two activities that are 

impossible with humans. 

Among the possible benefits of an isonomic use of artificial intelligence tools, it is possible to 

mention the saving of time, the reduction of discretion in relation to the making of choices, the construction 

of intelligent statistics, as well as the rationalization of the decision-making process.  (GOMES; NUNES; 

ROCHA; PEIXOTO, p. 6, 2021) This is a premise widely applicable to the use of algorithms in industrial 

relations. 

On this path, Cinzia Arruzza, Tithi Bhattacharya and Nancy Fraser (2019, p. 12), assert that the 

feminism that must be in mind recognizes that it needs to respond to a crisis of great proportions. There are 

living standards in the fall, ecological disasters imminent; violent wars, intensified expropriation; mass 

migrations found barbed wire; racism and xenophobia were encouraged; and there was the reversal of rights 

earned to harsh penalties, both social and political. In this scenario, the equitable access of workers to the 

labor market represents a primacy not only of the principle of neutrality (art. 5, caput, CRFB), but of the 

consecration of the very matrix principle of the dignity of the human person (art. 1º, III, CFRB). 

Transparency and controls of algorithmic tools should be understood as essential forms of 

accountability, accuracy,  of the system, with the use of algorithms the advantage of not being obscured by 

the ambiguity of human decision-making. (KLEINBERG; LUDWIG; MULLAINATHAN; SUNSTEIN, 

2019, p. 116, English). In this perspective, the conformation of algorithmic vieses in industrial relations 

would embodyan effective achievement of the Sustainable Development Goals, especially the goals 

contained in objectives 5, 8 and 10 of the UN 2030 Agenda. 

 

4 FINAL CONSIDERATIONS 

In the present research, there was an analysis ofthe Sustainable Development Goals that are 

correlated with algorithmic discrimination, with a view to analyzing the fight against inequalities  , 

including gender, as well as safeguarding decent work.  Considerationshave been made about the 

Sustainable Development  Goals in the context of the UN 2030 Agenda, as well  as the sustainable 

development goal.  

The right to decent and decent work was analyzed not only under  the spectrum of SDGs8 goals, 

but  as a primary foundation for tackling racism, sexism and social disparities, so that closely related to 

SDGs 5 and 10. The right to work is a fundamental human right that is closely linked to the realization of 
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sustainable development, since it enables the individual to receive a compensation that helps him in 

subsistence and fills him/her as a social being in construction. 

The algorithmic discriminatory practices, in the bulge of Industry 4.0, were analyzed based on   their 

impacts on labor relations, in contractual phases, of professional maintenance and rise.  It was empirically 

found in foreign literature that algorithmic biases are responsible for perpetuation of exclusions from 

historically marginalized groups, such as women and black people, in the labor area.  These are, therefore, 

practices that substantially address the goals contained in the Sustainable Development Goals 5, 8 and 10 

of the UN 2030 Agenda. 

Algorithmic discrimination has different reasons. On the one hand, they may result from previous 

prejudiced configurations elaborated by programmers according to the orders emanating from decision-

making centers of technology and software companies.  On the other hand, it is also possible that they come 

from datasets and databases that do not represent the ethnic, racial, gender plurality that permeate society. 

It is essential to ratify that the algorithms themselves are free of values, but they can emanate the 

arbitrariness, discretion, of the technicians who conduct machine learning. Algorithmic justice, therefore, 

is fully feasible, in a context of data control, system accuracy, frequent and permanent dataset audits, which 

enable the use of algorithmic instruments in a democratic, transparent, intelligible and even compensatory 

and counter-majority manner.  To achieve algorithmic justice thus means promoting sustainable 

development in a material and substantial way, as it represents the effective protection of human rights and 

social fundamentals. 
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