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ABSTRACT 

The global prevalence of diabetes is increasing at an alarming rate, making early and accurate detection a 

critical area of interest. This study employs Machine Learning techniques to predict the incidence of diabetes 

in a population of women from the Pima heritage, known for their predisposition to the disease. Using a 

database of diagnostic measures, multiple algorithms were applied, including Support Vector Machines 

(SVM), Artificial Neural Networks (ANN), K-Nearest Neighbors (KNN), Decision Trees, and Random Forest, 

to develop predictive models. Principal Component Analysis (PCA) was implemented for dimensionality 

reduction and highlighting of key diagnostic variables, optimizing algorithm performance. The results 

highlighted the superior- ity of the Random Forest, which showed higher accuracy and precision, suggesting 

its viability as a clinical diagnostic tool. This study contributes to the emerging field of artificial intelligence 

ap- plications in health, providing valuable insights for the prevention and early treatment of diabetes. 
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INTRODUCTION 

Diabetes has become one of the greatest threats to global health, with its prevalence alarmingly 

increasing over the past few decades [1] [2]. It is estimated that by 2045, over 700 million people will be 

affected by the disease, highlighting the urgency to develop effective strategies for its prevention and 

treatment [3]. Despite advances in medicine, early detection of diabetes remains a significant 

challenge, and such detection is crucial for preventing severe complications and improving the quality 

of life for patients, evidencing a critical gap in disease control [4]. 

In this context, the application of machine learning algorithms emerges as a promising 

approach to enhance diabetes prediction and diagnosis [5]. These ad- vanced techniques offer the 

unprecedented capability to analyze vast volumes of clinical data, detecting hidden patterns that may 

signal the onset of the disease well before symptoms manifest [5]. In particular, this study assesses the 

effectiveness of different machine learning algorithms, including Artificial Neural Networks, Sup- port 

Vector Machines, K-Nearest Neighbors, Decision Trees, and Random Forest. The selection of these 

algorithms was based on their proven efficacy in classification tasks in medical domains according to 

Paixão et al. (2022)[7], as well as their ability to handle high-dimensional and complex data [7]. The 

comparative methodology adopted aims not only at evaluating the accuracy of these models but also 

their generalization capability in different clinical contexts. 

However, it is imperative to recognize that, despite their immense potential, machine learning 

models are not perfect and are susceptible to errors [6]. Cardozo, (2022)[5] addressed that the 

effectiveness of these algorithms intrinsically depends on the quality of data, the precision of the 

models, and the appropriateness of the algorithm choice for the specific task at hand. Consequently, 

this study not only applies these tools but also proposes a methodological framework to continuously 

enhance their accuracy and reliability. Ongoing research and multidisciplinary col- laboration will be 

key to optimizing the applicability of these algorithms in the healthcare field, ensuring they 

contribute positively to the early diagnosis and ef- fective management of diabetes[5]. 

This study distinguishes itself by employing a quantitative research approach, focusing on the 

direct comparison method with multiple machine learning algo- rithms to identify the most effective 

method. The outcomes of this study are ex- pected to have a significant practical impact, offering 

valuable insights for improving clinical practices in the diagnosis and treatment of diabetes, as well as 

informing the development of more effective public health policies. The application of machine learning 

for diabetes diagnosis has the potential to revolutionize how the disease is detected and managed. 

 

DIABETES 

Diabetes mellitus, commonly referred to as diabetes, is a chronic metabolic disease characterized 

by persistent hyperglycemia, i.e., elevated blood glucose (sugar) levels [49]. This condition arises due to 



 

 
Multidisciplinary Perspectives: Integrating Knowledge 

Comparison and selection of machine learning algorithms for diabetes prediction: An exploratory quantitative study based on 

medical data analysis 

a deficiency in the production or action of insulin produced by the pancreas, a hormone essential for 

glucose metabolism [51]. The specific diagnostic criteria include fasting blood sugar, postprandial 

glucose toler- ance, or random blood sugar levels. Symptoms of diabetes may include excessive 

thirst, frequent urination, fatigue, and weight loss [50]. 

However, in the historical and theoretical context of diabetes, it is observed that in the first 

half of the 20th century, diabetes mellitus manifested in children and adolescents in various ways 

[52]. A significant portion of patients presented with acute symptoms such as polyuria, polydipsia, 

dehydration, and ketosis, with rapid deterioration of clinical status, requiring insulin administration to 

reverse the condition [52]. However, cases were also observed where the disease presented more 

insidiously and often without ketosis association [53]. These less acute cases, which constituted a 

minority, did not require insulin therapy for survival in the initial stages of the disease. 

There are several types of diabetes, with the most common in medicine being Type 1, Type 2, 

and gestational diabetes [55]: 

– Type 1 Diabetes: An autoimmune condition where the immune system at- tacks and 

destroys the beta cells of the pancreas, which are responsible for insulin production. 

Without sufficient insulin, glucose accumulates in the blood- stream instead of being used as 

energy. This type usually manifests in childhood and adolescence but can also be diagnosed 

in adults. Treatment requires insulin administration, dietary planning, and physical 

activities [55]. 

– Type 2 Diabetes: In type 2 diabetes, the body exhibits resistance to insulin’s action or 

does not produce enough insulin to maintain a normal blood glucose level. It is the most 

common type, which can be managed, in many cases, with physical activities and dietary 

planning. In other cases, it may require the use of medications or insulin [55]. 

– Gestational Diabetes: Occurs during pregnancy when there is an increase in blood glucose 

levels, and the body cannot produce enough insulin to transport all the glucose into the 

cells, resulting in hyperglycemia. It can cause complica- tions for both mother and baby if 

not managed properly [55]. 

In type 1 diabetes, the immune system attacks and destroys the insulin-producing beta cells in the 

pancreas. In contrast, type 2 diabetes involves a combination of insulin resistance and a relative 

deficiency in its secretion [55]. Figure 1 illustrates the difference between a healthy individual and 

someone with type 2 diabetes. In a healthy person, insulin secreted by the pancreas after eating helps 

glucose enter cells to be used as energy [54]. However, in type 2 diabetes, the body’s cells do not 

respond properly to insulin (insulin resistance), and glucose cannot effectively enter cells, resulting in 

hyperglycemia [54]. Figure 1 illustrates this process, showing the insulin receptors not functioning 

correctly, preventing glucose from entering cells. 
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Fig. 1. Comparison between glucose uptake in healthy individuals and those with type 2 diabetes, highlighting  insulin function and the 

mechanism of insulin resistance.  

 

Source: adapted from [54]. 
 

Figure 1 clearly shows the normal functioning of the pancreas and the action of insulin in 

cells in a person without diabetes, compared with the dysfunction observed in type 2 diabetes, where 

insulin is not able to facilitate the entry of glucose into cells, leading to hyperglycemia. This 

understanding is crucial for the treatment, management, prevention, and education about diabetes. 

 

MACHINE LEARNING 

Machine learning (ML), a critical area of computer science, operates at the con- fluence of 

mathematical and statistical techniques with computational algorithms to identify patterns and make 

predictions [8]. In the medical field, ML advances beyond traditional rule-based expert systems by 

processing a substantial volume of variables in search of new predictive combinations [8]. The era of 

big data, charac- terized by the ”3 Vs” model — large volume, high velocity, and a wide variety of 

information — challenges traditional data management tools with its enormous vol- ume, high speed, and 

varied range of information, requiring innovative processing techniques [9]. 

The process of creating an ML algorithm, illustrated in Figure 2, consists of three phases: 

preprocessing, training, and evaluation. Initially, data are organized, the research question is formulated, 

and data are split into training and testing sets [7]. In the training phase, the learning can be supervised, 

with correctly classified samples, or unsupervised, where the algorithm learns without pre-defined 

labels [7]. In the final step, the model is tested and evaluated, establishing a mapping standard for 

the accurate and reliable classification of new data [7]. 
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Fig. 2. Phases for the development of machine learning algorithms. 

 

Source: [7] 

 

It is essential that the development of ML algorithms be conducted on a con- solidated and 

validated database, thus avoiding the generation of spurious results [7]. ML learning, whether 

supervised or unsupervised, is an iterative process of repeated observations. In supervised learning, 

the algorithm learns from labeled examples, while in unsupervised learning, the algorithm identifies 

patterns in the data without pre-defined labels. This process allows the algorithm to generalize 

information and accurately classify new datasets [7]. 

 

MACHINE LEARNING APPLICATIONS IN MEDICINE 

Medicine is undergoing a transformation driven by the rapid advancement of ma- chine 

learning (ML) techniques. The application of these techniques to medical practice has shown potential 

to revolutionize diagnosis, treatment, and disease pre- vention [10]. As the amount of data generated in 

the healthcare sector continues to grow exponentially, ML offers tools to efficiently analyze this data 

and extract valuable insights [11]. 

Figure 3 illustrates the increasing trend in the production of scientific literature related to ML in 

medicine, demonstrating a substantial rise in the number of ar- ticles published between 1951 and 

2019, as indexed in PubMed and Medline. This growth reflects not only academic interest but also the 

practical potential of ML in medicine. 
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Fig. 3. Annual publication count and total cumulative from 1951 to 2019 in the PubMed and Medline databases. 

 

Source: [7] 

 

The applications of ML in medicine are vast and varied. They range from clinical decision support 

systems that assist healthcare professionals in choosing treatments based on patterns found in medical 

histories [12], to image processing algorithms that improve diagnostic accuracy in radiology [13]. 

Machine Learning (ML) algorithms have played a crucial role in predicting dis- ease outbreaks, 

optimizing hospital resources, and developing new drugs. The ef- fectiveness of ML techniques 

applied to time series and a collection of explanatory variables varies depending on the response 

variable used. In recent studies, predic- tions of new daily cases and deaths from Coronavirus in 

Brazilian cities have uti- lized characteristics such as temperature, air quality, humidity, and Google 

searches related to Covid-19 as covariates, combining them with historical information to better 

predict pandemic trends and direct appropriate interventions [15] [16]. 

However, despite the advances, the implementation of ML in medicine faces challenges, 

including the need for large annotated data sets, concerns about data privacy and security, and the 

importance of results interpretable by health profes- sionals [17]. 

Therefore, the potential of ML in medicine is evident, but its effective applica- tion requires a 

multidisciplinary and collaborative approach involving physicians, data scientists, engineers, and 

health policy makers [7]. As we move forward, it is essential that ML tools are validated in clinical 

settings and align with best medi- cal practices to ensure they complement - rather than replace - 

human expertise in healthcare delivery. 

 

MACHINE LEARNING TECHNIQUES 

Machine learning (ML) has transformed various areas of research and practical application, 

notably in the field of medicine, where ML techniques offer new per- spectives for personalized 

diagnoses and treatments [11]. This study focuses on specific ML methods, each with its 

representative figure, to enhance the prediction and diagnosis of diabetes. 

Artificial Neural Networks (ANNs) are inspired by the biological functioning of human 

neurons and were initially proposed by McCulloch and Pitts in 1943. This model, represented in 
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Figure 4, consists of processing units connected by weighted links, whose weights are adjusted during 

training. An ANN ’learns’ by adjusting these weights to minimize the model’s prediction error. For 

instance, a study by Fonseca, Afonso Ueslei, et al. (2023) applied ANNs to identify patterns in 

medical images, facilitating early disease diagnosis [18]. 

 

Fig. 4. Structure and operation of an artificial neural network. 

. 

Source: [7] 

 

Support Vector Machines (SVM) are a robust analytical model within machine learning, 

operating in both classification and regression. This technique, originally developed by Vapnik in 1995 

[22], is distinguished by the strategic use of hyper- planes that act as decisive margins in separating 

classes within a dataset, as demon- strated in the representation of its hyperplane in Figure 5. The 

effectiveness of SVM lies in maximizing these margins, as intuitively understood that the greater the 

distance between parallel hyperplanes, the more accurate the model will be in predicting new 

instances [21]. 

 

Fig. 5. Representation of a hyperplane in a given dataset. 

 
Source: [20] 

 

In terms of practical application, a recent study conducted by Costa and Gou- veia (2022) [19] 

exemplifies the potential of SVM in the healthcare area. In this research, SVM was applied to the 
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prediction of Non-Communicable Chronic Dis- eases (NCDs), achieving a remarkable accuracy of 

97%. This result not only under- lines the competence of SVM in dealing with complex and high-

dimensional data but also reinforces the technique’s relevance in scenarios where precise and reliable 

decisions are critical for health condition diagnosis and treatment. 

The K-Nearest Neighbors (KNN) method is a powerful and intuitive machine learning 

technique for classification and regression. Proposed by Fix and Hodges in 1951 [24], this non-

parametric method assigns the classification of a new example based on the most frequent classes 

among its k nearest neighbors. In KNN, the k closest data points to the example in question are 

identified, and classification is performed by majority voting among these neighbors, or, in the case 

of k=1, the example is simply assigned to the class of its nearest neighbor, as illustrated in Figure 6 

below. 

 

Fig. 6. Example of classification with K-Nearest Neighbors (KNN), where k=1 indicates that the new example (marked with a 

question mark) is classified according to the class of its nearest neighbor.  

 
Source: [23] 

 

This method is flexible with respect to the number of neighbors (k), allowing adjustments to 

improve classification accuracy. KNN has been successfully applied in various medical contexts, as 

demonstrated by André Oliveira (2016), who used KNN to classify types of diabetes based on 

clinical measurements [26]. More re- cently, KNN was employed with k=3 and the Weighted KNN 

variant, providing a refined ability to discern complex patterns in health data, which is crucial for 

implementing precise and personalized diagnoses [23]. 

Decision Trees, created by J. Ross Quinlan in 1983. Quinlan is also the author of the book 

”Machine Learning,” published in 1983, which was one of the first books to present the concept of 

machine learning [28]. Decision Trees are predictive models that segment the data space into subsets 

based on logical decisions. A practical example is the work of Carvalho et al. (2015), who used 

decision trees to create clinical decision support systems for the diagnosis of type 2 diabetes [29]. 
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Fig. 7. Example of classification with a Decision Tree. 

 
Source: [27] 

 

Random Forest, developed by Breiman in 2001, constitutes a significant advance in predictive 

analysis, particularly in the context of complex data classification. This method operates through the 

combination of multiple decision trees, each constructed from a random sample of the dataset, with 

the random selection of variables at each node division [60]. The essence of Random Forest lies in its 

ability to reduce the risk of overfitting—a common problem in complex machine learning models—

while maintaining or even increasing predictive accuracy [60]. 

A notable aspect of Random Forest is its adaptability to different types of data and problem 

complexities, making it particularly effective in contexts where the relationships between variables 

are intricate and difficult to model with simplified linear or parametric approaches [61] [62]. The 

technique is based on the principle that a large number of relatively uncorrelated models (trees) 

working together can outperform the performance of any individual model, thus providing a powerful 

approach for classification and regression tasks [62]. 

The practical implementation of Random Forest involves training numerous decision trees on 

varied subsets of the dataset [60]. Each tree makes an independent prediction, and the final classification 

is determined through majority voting among all trees’ predictions [63]. This aggregation process, known 

as ”bagging,” contributes to Random Forest’s ability to generalize well to new data, avoiding overfitting 

while exploiting the diversity of the constituent trees [64]. 

Various studies have demonstrated the efficacy of Random Forest in a wide range of applications, 

from disease prediction in medical fields [19] [66] to modeling energy consumption patterns in urban 

environments, where the complexity and interaction between multiple variables challenge simpler 

models [65]. Random Forest’s ability to handle large volumes of data, its tolerance for missing data, 

and the ease of interpreting results contribute to its popularity and applicability across multiple 

knowledge domains. 
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Fig. 8. Graphical representation of the functioning of Random Forest. 

 
Source: [61] 

 

Figure 8 illustrates the essence of the Random Forest algorithm, emphasizing its collaborative 

and decentralized structure. Each individual tree in the forest performs an independent evaluation of an 

instance, based on a random sample of the data and a random subset of variables. The outcome of each 

tree is a prediction that, when combined through the majority voting process, leads to the final 

classification provided by the model. This mechanism not only improves prediction accuracy through 

the diversity and number of trees involved but also mitigates the risk of overfitting, as the 

likelihood of all trees making the same errors is reduced. The visual representation captures this 

concept, showing how individual trees contribute to the collective decision, exemplifying the ensemble 

approach that is central to Random Forest. 

Principal Component Analysis (PCA) is a multivariate dimensionality reduction technique, 

crucial for the processing and analysis of high-dimensional data sets. Initially developed by Karl 

Pearson in 1901, this technique transforms a set of possible correlated variables into a set of values of 

linearly uncorrelated variables called principal components [30]. PCA is founded on the 

orthogonalization of the data space and the maximization of variance, which allows for data 

compression while retaining most of the original information—a benefit explored in the thesis work 

of Fernandes (2022) [69]. 

The first principal component is the direction in the data space that maximizes the variance of 

the data projections, while subsequent components are orthogonal to the previous ones and maximize 

the remaining variance. The technique is par- ticularly useful in identifying patterns, eliminating 

redundancies, and interpreting complex data sets [31]. 

In the medical field, PCA has been applied for biomarker identification, visu- alization of 

complex diseases, and genomic analysis. For example, Porreca et al. (2021) used PCA to investigate 

the main factors influencing the effects of facial mask use on exercise performance during the 
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COVID-19 pandemic. This applica- tion highlights how PCA can play a role in understanding 

multifactorial phenomena and directing public health measures [32]. 

Figure 9 associated with PCA typically shows the dispersion of data on the first two principal 

components, offering a clear visualization of data variability and how different groups can be 

discriminated based on these projections. The confidence ellipses around the clusters provide a visual 

understanding of the grouping and the statistical confidence that a sample belongs to a particular 

group. 

 

Fig. 9. Graphical representation of PCA showing three species of Iris flowers. The black dots indi - cate the centroids of each group. The 

ellipses around the samples were drawn with 95% confidence, illustrating PCA’s ability to discriminate between different biological 

categories.  

 
Source: [31] 

 

This type of graphical representation is a powerful tool for initial data explo- ration, allowing 

researchers to identify natural groupings, outliers, and trends that may not be immediately apparent in 

high-dimensional data. 

Data Mining, also referred to as Data Mining, constitutes an emerging interdis- ciplinary field, 

fueled by exponential growth in the capacity to store and organize massive data [33]. This evolution, 

stemming from advances in information tech- nology, spurred the development of methods for 

extracting actionable intelligence from vast data repositories [34]. Thus, data mining is configured as 

a discipline that congregates statistical methods as demonstrated in Figure 10, machine learn- ing 

principles, and pattern recognition techniques, to distill meaningful knowledge and discoveries from 

complex and multidimensional databases [34]. 
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Fig. 10. Diversity of Data Mining 

 
Source: [33] 

 

Pioneers like Fayyad et al. (1996) coined the term Knowledge Discovery in Databases (KDD) 

to describe the end-to-end process of knowledge discovery, which starts with raw data and culminates in 

the use of derived insights for strategic decision-making [35]. The KDD process, consisting of a series 

of iterative and over- lapping steps - including preprocessing, cleaning, integration, selection, transforma- 

tion, the mining itself, evaluation, and finally, presentation - is outlined in various process models 

[33]. This model structures data mining as a sequence of logical steps, ensuring methodological rigor 

and replicability. 

 

Fig. 11. Processes of Knowledge Discovery in Databases (KDD) 

 
Source: [36] 

 

Data cleaning, a crucial initial step, deals with incomplete, incorrect, or in- consistent data, 

preparing the set for subsequent analysis [37]. Techniques such as data imputation, outlier treatment, 
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and normalization are employed to ensure data quality and reliability [37]. 

Effective data integration seeks consistency and coherence by bringing together information 

from multiple sources, such as text files, databases, images, and videos. This phase involves detailed 

data analysis to identify redundancies, dependencies between variables, and value conflicts [37]. After 

integration, the selection of data relevant to data mining techniques is performed, followed by data 

treatment, which may include transforming or consolidating the data into the most appropriate for- mat 

for the data mining process [37]. This treatment may involve the generalization of detailed attributes 

and the normalization of data to fit within a specific range, as well as the construction of new 

attributes from existing ones, such as calculating BMI from weight and height variables [40]. 

In data mining, algorithm evaluation is crucial to ensure the reliability of the results obtained. 

Evaluation metrics such as accuracy, f1 score, precision, and the confusion matrix serve as key 

indicators of the performance of classification models [41]. Accuracy is a general measure of 

performance that calculates the proportion of correct predictions relative to the total number of cases, 

useful in balanced datasets [41]. The f1 score is a metric that considers both precision (the proportion 

of cor- rect positive predictions relative to the total number of positive predictions) and recall (the 

proportion of correct positive predictions relative to the total number of actual positive cases), offering 

a balance between these two metrics, particularly in situations of class imbalance [42]. The confusion 

matrix, on the other hand, pro- vides a detailed view of the model’s performance, representing the 

frequencies of true positives, true negatives, false positives, and false negatives, allowing for a more 

granular analysis of the type of errors made by the model [43]. These metrics are fundamental for the 

refinement and selection of models in Data Mining appli- cations, ensuring that predictions are not 

only accurate but also applicable and interpretable in the context in which they will be used [41]. 

 

SUPERVISED AND UNSUPERVISED LEARNING 

Supervised and unsupervised learning are the pillars of the machine learning field, each serving 

distinct purposes and providing valuable insights from data. 

In the context of Supervised Learning, the machine is trained with a known dataset, where 

both inputs and desired outputs are provided, allowing the model to establish a functional relationship 

between them [45]. Thus, the algorithm learns to map inputs to outputs, facilitating the prediction of 

results for new, unseen data. This process is described as either a classification or regression method, 

depending on the nature of the output variable – categorical for classification and continuous for 

regression [46]. 

Unsupervised Learning, on the other hand, operates without predefined an- swers, exploring 

the intrinsic structure of the input data. Here, the algorithm seeks to discover patterns, clusters, or 

underlying associations without any intervention or external labels [47]. This type of learning is 
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crucial when the redundancy in the input data allows for the identification of regularities and, 

consequently, the formation of internal representations that autonomously categorize the data [47] 

[45]. 

Figure 12 illustrates the diversity of applications and methods within Machine Learning, 

highlighting the importance of both supervised and unsupervised learning in advancing fields such as 

computer vision, targeted marketing, and the develop- ment of recommendation systems, all essential 

in the era of Big Data and Artificial Intelligence. 

 

Fig. 12. Applications of machine learning algorithms 

 
Source: [44] 

 

It is important to note that both approaches have their advantages and limi- tations, and the 

choice between supervised and unsupervised often depends on the nature of the problem at hand and 

the availability and quality of data [44]. 

For the effective implementation of these techniques, understanding the relation- ship between data 

features and desired outcomes is fundamental, as is the ability to translate these relationships into 

accurate predictive models [48]. 

 

PRACTICAL CHALLENGES IN IMPLEMENTING MACHINE LEARNING IN MEDICINE 

The integration of Machine Learning (ML) in the medical field, while promising, faces 

significant practical challenges that can impact its effectiveness and adoption. These challenges can be 

grouped into several main categories: 

– Data Acquisition and Quality: The efficiency of ML algorithms is directly 

proportional to the quality and quantity of available data [33]. Obtaining large sets of 
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annotated and reliable medical data is a complex task due to the sensi- tivity of the data 

and the need to protect patient privacy. 

– Privacy and Data Security: Strict regulations on health data, such as HIPAA in the 

USA, GDPR in Europe, and LGPD in Brazil, pose significant challenges in using data for 

ML training without compromising patient privacy [56]. 

– Model Interpretability: The ’black box’ nature of ML algorithms can be an obstacle 

in medical practice, where understanding the ’why’ and ’how’ of predictions is crucial for 

trust and acceptance by healthcare professionals [57]. 

– Integration into Clinical Workflow: Integrating ML tools into the clinical 

environment requires an adaptation of the existing workflow, which may face resistance 

from healthcare professionals due to the learning curve or distrust of new technology [58]. 

– Variations Among Patients and Conditions: The genetic, behavioral, and 

environmental diversity of patients means that ML algorithms need to be ex- tremely 

robust and capable of generalizing well across different subpopulations. 

– Multidisciplinary Collaboration: The effectiveness of ML in medicine de- pends on 

collaboration between doctors, data scientists, software engineers, and other professionals, 

which can be challenging due to the different languages and approaches of each discipline. 

– Continuous Update and Maintenance: ML models need to be continuously updated 

with new data to maintain their accuracy, which requires an ongoing commitment of 

resources and specialized knowledge. 

Overcoming these challenges requires a multidisciplinary and collaborative ap- proach, as well 

as a commitment to continuous education and the adaptation of clinical practices to responsibly 

and ethically incorporate technological advances. 

 

MATERIALS AND METHODS 

DATABASE 

The database used in this study was acquired from the Kaggle repository, (2024), originally 

from the National Institute of Diabetes and Digestive and Kidney Dis- eases [59]. The dataset’s 

objective is to diagnostically predict whether a patient has diabetes, based on specific diagnostic 

measurements included in the dataset. All patients are female, at least 21 years of age, and of Pima 

Indian heritage. The database is publicly available under the CC0: Public Domain license [59]. 

 

DATA PROCESSING AND ANALYSIS 

Data processing and analysis were essential for preparing the dataset for machine learning 

algorithms. The adopted methodology for data treatment followed a series of structured steps, ensuring 
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data quality and reliability for subsequent predictive modeling. 

Initially, the database, containing relevant medical measurements for diabetes diagnosis, was 

loaded and read. The database columns include the number of preg- nancies, glucose levels, blood 

pressure, skin thickness, insulin, Body Mass Index (BMI), diabetes pedigree function, age, and the 

binary outcome indicating the presence or absence of diabetes. 

During data loading, the presence of missing values, represented by the character ’?’, was 

identified. These were treated by replacing them with the average values of their respective columns, a 

standard statistical method that maintains the original distribution of data without introducing 

significant bias, as studied by Cardoso (2022) [67]. 

After correcting missing values, a normalization technique was applied to stan- dardize the data 

scale. Two normalization approaches were used: Z-score normal- ization and Min-Max normalization. 

Z-score normalization transforms data to have a zero mean and one standard deviation, while Min-

Max normalization rescales data to a [0, 1] range, where the column’s minimum and maximum values 

become 0 and 1, respectively. Each normalization approach has its set of advantages and is selected 

based on the specific requirements of the machine learning algorithm and the nature of the data, as 

discussed in the study by Maniezzo (2022) [68]. 

Furthermore, dimensionality reduction was performed using Principal Compo- nent Analysis 

(PCA). PCA is a statistical technique that converts a set of possible correlated variables into a set of 

values of linearly uncorrelated variables called principal components. This step is crucial as it 

reduces model complexity with- out losing significant information, which can improve computational 

efficiency and prevent the problem of overfitting when training machine learning models. 

PCA visualization, through graphs, provided an intuitive understanding of data distribution and 

separation, allowing a preliminary analysis of how the data might be grouped or classified. 

 

MACHINE LEARNING ALGORITHMS USED 

The machine learning algorithms used for the classification of medical data include: 

– Support Vector Machines (SVM) 

– Artificial Neural Networks (ANN) 

– K-Nearest Neighbors (KNN) 

– Decision Trees 

– Random Forest 

Before applying these algorithms, the database underwent a preprocessing pro- cess to ensure 

data quality and uniformity. This process included data normalization and splitting the data into a 

training set and a test set, using a 70:30 ratio, respec- tively. This approach ensures that the model is 

trained on a significant portion of the data while keeping a separate portion to test the model’s efficacy 
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on previously unseen data. 

After preprocessing, each algorithm was tuned and validated to achieve the best possible 

performance. Model selection was based on classification accuracy and the clinical relevance of the 

outcomes. To ensure a comprehensive and fair evaluation of each model, the following metrics were 

used: 

– Accuracy: The proportion of correct predictions relative to the total number of cases. 

– Precision: The proportion of correct positive predictions relative to the total number of 

positive predictions. 

– F1-Score: The harmonic mean of precision and recall, providing a balance between these 

two metrics. 

– Confusion Matrix: A table that allows visualization of the algorithm’s per- formance, 

including true positives, true negatives, false positives, and false neg- atives. 

The goal of this evaluation is to identify the model that not only shows the highest accuracy 

but also effectively balances precision and recall capability, crucial for practical application in the 

medical field. 

Support Vector Machines (SVM): An SVM classifier with a linear kernel was instantiated, 

which is suitable for data that are linearly separable. The gamma parameter was set to ’auto’, meaning 

the value of gamma is automatically calculated as 1/n features, and the C, which is the regularization 

parameter, was set to 3.0. A larger C can lead to a model with a smaller margin but may better fit the 

training data. The random state parameter was configured to ensure reproducibility in the results. 

The SVM model was trained using the training dataset X train for attributes and y train for the 

corresponding labels. 

After training, the model was used to make predictions on the test set X test. The model’s 

performance was evaluated using various metrics. The accuracy (svm accuracy) provides the 

fraction of correct predictions, while the F1 Score (svm f1) is the weighted average of precision 

and sensitivity and provides a mea- sure of precision and recall. The precision (svm precision) 

measures the propor- tion of positive identifications that were actually correct, and the confusion 

matrix (confusion matrix) offers a detailed view of the model’s performance, showing the frequencies 

of true positives, true negatives, false positives, and false negatives. 

This translation maintains the technical detail and clarity of the original text, suitable for an 

academic and scientific English-speaking audience. If there are more sections you need help translating 

or specific adjustments required, please let me know. 

Artificial Neural Networks (ANN): The application of the Artificial Neural Networks 

(ANN) algorithm for the classification model in the context of this re- search followed a systematic 

approach. The ANN was configured with two hidden layers, each containing 10 neurons, and the 
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training iterated for a maximum of 1000 epochs. The choice of ANN architecture, including the number 

of hidden layers and neurons, is influenced by empirical considerations and the complexity of the prob- 

lem under analysis. The selected architecture aims to capture the complexity of the data without 

incurring overfitting, aligned with the guidelines by Goodfellow et al. (2016) on the depth of neural 

networks [70]. 

The ANN was trained using the training set, consisting of the independent variables (X train) 

and the dependent variable (y train). The fit function of the scikit-learn’s MLPClassifier class was 

used to fit the model to the data, where the random state was set to ensure the reproducibility of the 

results. 

After training, the ANN was used to make predictions on the test set (X test), resulting in a 

series of classifications that were compared to the true values (y test). The model’s evaluation was 

performed using various performance metrics, includ- ing accuracy, which measures the proportion of 

correct predictions; the F1 score (f1 score), which is the weighted average of precision and recall; 

precision (preci- sion score), which evaluates the accuracy of positive predictions; and the confusion 

matrix (confusion matrix), which provides a detailed view of the model’s perfor- mance in correctly 

or incorrectly categorizing observations into their respective classes. 

The accuracy of the ANN (rna accuracy) reflects the overall ability of the model to correctly 

classify instances. The F1 score (rna f1) is particularly useful in situ- ations with imbalanced classes, 

as it takes into account both precision and recall. The weighted precision (rna precision) is calculated 

taking into account the class balance and is useful for understanding how the model performs on each 

class indi- vidually. The confusion matrix (rna confusion matrix) offers insights into the types of errors 

made by the model, such as false positives and false negatives. 

K-Nearest Neighbors (KNN): For the implementation of the KNN algorithm, we used the 

Python Scikit-learn library, which offers efficient tools for data anal- ysis and predictive modeling. 

The KNeighborsClassifier was instantiated with the number of neighbors k set to 1. The chosen 

distance metric was Minkowski with p=2, corresponding to Euclidean distance, appropriate for our 

feature space. 

The model was trained using the training set X train with the corresponding classes y train. 

The model fitting was carried out using the fit method, which is the process of training the algorithm 

with the provided data. 

After training, the model was used to make predictions on the test set X test. The predictions 

were stored in the variable knn predictions. The efficacy of the model was then evaluated by 

comparing the predictions with the actual values y test from the test set. The metrics used for 

evaluation included: 
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– Accuracy (knn accuracy): The proportion of correct predictions from the total 

predictions made. 

– F1-Score (knn f1): A measure that combines precision and recall. It is the harmonic 

mean of precision and recall, where an F1-Score achieves its best value at 1 (perfect 

precision and recall) and worst at 0. 

– Precision (knn precision): The proportion of correct positive predictions from the total 

positive predictions made. 

– Confusion Matrix (knn confusion matrix): A table that is often used to describe the 

performance of a classification model. 

The confusion matrix provides valuable insights into the nature of the errors made by the 

model, allowing to identify if the model is confusing one class with another. 

Decision Trees: The Decision Tree was implemented using the DecisionTreeClas- sifier 

algorithm from the sklearn.tree library, configured with a ’gini’ criterion to measure the quality of the 

splits, a min samples split of 2 for the minimum number of samples required to split an internal node, 

and a max depth of 11, which limits the maximum depth of the tree. The dataset was divided into 

training and testing subsets, where the model was trained with the training subset using the fit method 

and the predictions were made on the testing subset. 

The performance of the Decision Tree model was evaluated through metrics such as accuracy, 

F1-Score, and precision, obtained with the functions accuracy score, f1 score, and precision score 

from the sklearn.metrics library. A confusion matrix was generated with the confusion matrix function 

to visualize the classifier’s perfor- mance in terms of true positives, true negatives, false positives, and 

false negatives. The confusion matrix provides valuable insights for the interpretation of the model, 

especially in relation to the balance between sensitivity and specificity. 

Random Forest: The implementation and prediction using the Random Forest model were 

carried out following carefully defined steps for the dataset classification. The model was established 

based on the RandomForestClassifier from the scikit- learn library, a popular choice due to its 

effectiveness in handling datasets for classification and regression. 

Initially, the Random Forest model was configured with 100 decision trees (n estimators = 

100), using ’entropy’ as the criterion for measuring the quality of a split. The random state (random 

state) was set to 0 to ensure the reproducibility of the model. 

The model training was performed with the training set (X train, y train), where the model 

learned to identify patterns and relationships in the data indicative of the diabetes diagnostic outcome. 

After training, the model was used to make predictions on the test set (X test), resulting in a 

vector of predictions (rf predictions). 

For evaluating the performance of the Random Forest model, various statistical metrics were 
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calculated to provide an assessment of the Random Forest model: 

– The accuracy (rf accuracy) measured the proportion of correct predictions rel- ative to 

all predictions made, providing an overview of the model’s effectiveness. 

– The F1-score (rf f1) provided a measure of precision testing, combining preci- 

sion and recall into a single metric, which is particularly useful when the classes are 

imbalanced. 

– The precision (rf precision) evaluated the accuracy of the positive predictions made 

by the model. 

– The confusion matrix (rf confusion matrix) offered a detailed view of the 

model’s performance, indicating where the model is confusing the classes. 

 

ETHICAL CONSIDERATIONS 

Although the data are publicly available and do not contain personally identifi- able 

information, all recommended practices for research ethics were followed. This includes the 

anonymization of any potentially identifiable information and confir- mation that the use of the data is 

in compliance with the terms of use established by the Kaggle repository and relevant data 

regulations. 

 

LIMITATIONS 

The limitations of the study include the specificity of the dataset’s population (women of 

Pima heritage aged 21 or older) which may not be generalizable to other populations. Furthermore, the 

quality of the data and the representativeness of the variables may influence the outcomes of the 

machine learning algorithms. Other constraints must be considered when interpreting the results of 

this study. The database used does not distinguish between different types of diabetes (type 1, type 2, 

and gestational) in positive cases, labeling them generically as positive for the disease. This absence 

of differentiation prevents a more in-depth analysis that could lead to specific insights for each type of 

diabetes and their physiological and epidemiological nuances. 

Another significant limitation is the number of instances in the database, which comprises 768 

cases. This sample size, although sufficient to perform a preliminary analysis and develop predictive 

models, may not be large enough to capture all the heterogeneity and complexity associated with the 

diabetic condition. The limited volume of data could affect the machine learning algorithms’ ability 

to generalize their predictions to a broader population, potentially reducing the practical appli- cability 

and accuracy of the conclusions drawn from this study. 

These limitations highlight the need for caution in generalizing the results ob- tained and 

suggest the importance of future studies that include more comprehen- sive and detailed datasets. Such 
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studies should allow distinction between different types of diabetes and consider a more representative 

sample of the general popula- tion. 

 

RESULTS AND DISCUSSION 

This section discusses the results obtained from the application of machine learning algorithms in 

predicting diabetes and explores the impact of missing values and the contribution of Principal 

Component Analysis (PCA). 

 

IMPACT OF MISSING VALUE IMPUTATION ON PREDICTIVE ANALYSIS 

The imputation of missing values is a critical step in preparing data for predic- tive analysis. 

In the present study, important variables such as BMI, Glucose, and Blood Pressure contained missing 

values represented by ’?’, as indicated in Table 1. These data were imputed with the mean of the 

corresponding variable, a traditional approach aimed at minimizing the impact on the overall 

distribution of the data. 

The decision to use the mean for imputation was based on the premise that the missing data are 

MCAR (Missing Completely At Random). However, this assump- tion may not always hold, and its 

application should be approached with caution. Although this technique is efficient and easy to 

implement, it can lead to an under- estimation of variability and potential biases in model estimation, 

especially if the mechanism of missing data is related to the missing variable itself. 

The model evaluation considered the potential influence of imputation on pre- dictive accuracy, 

with additional analyses conducted to validate the imputation. The analysis of the results indicated 

that, despite the imputation, the models main- tained adequate performance, suggesting that the 

imputation strategy employed did not introduce a significant bias that adversely affected the predictive 

capability of the models in this specific context. 

 

Table 1. Summary of Missing Values 

Variable Missing Values 

Number of Pregnancies 0 

Glucose 5 

Blood Pressure 35 

Skin Thickness 0 

Insulin 0 

BMI 11 

Diabetes Pedigree Function 0 

Age 0 

Outcome 0 

 

 

INTERPRETATION OF PCA 

Principal Component Analysis (PCA) was applied to reduce the dimensionality of the dataset 
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and identify the most significant variables contributing to the variation in data from patients with and 

without diabetes. Figure 13 illustrates the projec- tion of the data onto two principal components. It is 

observed that patients are distinctly grouped along the First Principal Component, which suggests 

that this axis captures a significant variation related to the diabetes state. 

The minimal overlap between the groups in Figure 13 indicates that the PCA model managed 

to extract relevant features differentiating diabetic patients from non-diabetic ones. This result 

justifies the use of PCA as a preliminary step in predictive analysis, as it provides a simplification of the 

feature space while retaining the most relevant information for classification. 

 

Fig. 13. Distribution of data across the two main components of PCA, demonstrating the sepa- ration between patients with and 

without diabetes (0: without diabetes, 1: with diabetes). 

 

 

The interpretation of the principal components in relation to the original vari- ables is an 

essential subsequent step. While the First Principal Component may be associated with factors such 

as glucose levels and BMI, the Second Principal Component might represent other clinical variables. 

Future analyses could focus on the loading of each variable on the principal components to better 

understand how each feature contributes to the diabetes condition. 

 

COMPARISON OF CLASSIFIER PERFORMANCE 

The comparative evaluation of classifiers revealed notable variations in their perfor- mance, as 

demonstrated in Table 2. Random Forest emerged as the most accurate model, achieving the highest 

scores across all metrics considered. Specifically, an accuracy of 0.86, F1-Score of 0.86, and precision 

of 0.87 suggest a higher reliability of this algorithm in correctly classifying patients. Artificial Neural 
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Networks also showed robust performance, with consistent scores of 0.81 in accuracy, F1-Score, and 

precision, indicating their ability to model the complexities of the dataset. 

 

Table 2. Comparison of performance of different classifiers 

Classifier Accuracy F1-

Score 

Precision 

Classifier Accuracy F1-

Score Precision 

KNN 0.76 0.78 0.78 

SVM 0.79 0.81 0.79 

ANN 0.81 0.81 0.81 

Decision Tree 0.80 0.78 0.78 

Random Forest 0.86 0.86 0.87 

 

These results indicate that more complex methods capable of capturing non- linear 

interactions among variables, such as Random Forest, may be more suitable for this type of medical 

data analysis. However, it is important to note that the choice of classifier should not be based solely 

on performance metrics but should also consider the model’s interpretability and the clinical context 

in which it will be applied. 

 

INTERPRETATION OF CONFUSION MATRICES 

The confusion matrices for each classifier were analyzed to assess their ability to correctly 

identify cases of diabetes. As illustrated in the tables (3, 4, 5, 6, and 7) below, the Random Forest 

classifier exhibited a lower incidence of false negatives, highlighting its efficiency in recognizing 

positive cases of the disease. This is a significant result, as in medical practice, minimizing false 

negatives is crucial to ensure that patients receive the necessary treatment. 

 

Table 3. Confusion Matrix - KNN 

 Non-Diabetic (0) Diabetic (1) 

Predicted Non-Diabetic (0) 111 45 

Predicted Diabetic (1) 30 114 

 

Table 4. Confusion Matrix - SVM 

 Non-Diabetic (0) Diabetic (1) 

Predicted Non-Diabetic (0) 127 29 

Predicted Diabetic (1) 36 108 

 

Table 5. Confusion Matrix - ANN 

 Non-Diabetic (0) Diabetic (1) 

Predicted Non-Diabetic (0) 125 31 

Predicted Diabetic (1) 25 119 

 

Table 6. Confusion Matrix - Decision Tree 

 Non-Diabetic (0) Diabetic (1) 

Predicted Non-Diabetic (0) 114 42 

Predicted Diabetic (1) 19 125 
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Table 7. Confusion Matrix - Random Forest 

 Non-Diabetic (0) Diabetic (1) 

Predicted Non-Diabetic (0) 123 33 

Predicted Diabetic (1) 10 134 

 

The KNN classifier exhibited a relatively good balance between true positives and true 

negatives, while the SVM and Decision Tree tended to classify more cases as negative, as indicated by 

the higher number of false negatives. In contrast, the ANN demonstrated an effective compromise 

between sensitivity and specificity, as evidenced by the proportion of true positives and true negatives. 

The detailed analysis of the confusion matrices suggests that Random Forest may be more 

suitable for diagnosing diabetes in the dataset studied, providing a basis for algorithm selection in 

future clinical implementations. 

 

GENERAL CONSIDERATIONS 

The selection of an appropriate classifier for medical diagnosis must balance accu- racy and 

sensitivity. Models should minimize both false positives, which can lead to unnecessary medical 

procedures, and false negatives, which can result in delays in treatment. In this study, Random Forest 

stood out, suggesting its viability for diabetes detection. Beyond statistical performance, clarity in 

interpreting results is essential, reinforcing the value of explainable algorithms in medical practice, 

where data-driven decisions must be transparent and justifiable. 

 

CONCLUSION 

This investigation has revealed that while the selection of a classifier for diabetes prediction 

should be informed by performance metrics, clinical applicability and the interpretability of results 

are equally crucial. Random Forest, standing out in statistical criteria, is suggested as a robust option 

due to its capacity to minimize false negatives, which is vital to ensure the appropriate identification 

of patients requiring intervention. The inclusion of PCA as part of the predictive modeling process 

was validated, contributing to a deeper understanding of influential char- acteristics and supporting the 

selection of relevant features for future iterations of prediction models. This study underscores the 

importance of a holistic approach in predictive health analysis, prioritizing not just accuracy but also 

clinical usability and transparency in medical decision-making. 
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