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ABSTRACT 
This article aimed to understand whether regulation affects the analyst's task of predicting 
information from companies operating in the capital market in Brazil, listed and active with the 
Brazilian Securities and Exchange Commission (CVM), in the period from 2010 to 2020. The 
Panel Analysis approach was used, which emerges as a statistical instrument in the evaluation 
and understanding of temporal dynamics and individual variations in financial contexts and 
which allows a statistical approach that examines data over time and between different units of 
observation. This way it can handle longitudinal data, allowing the identification of patterns over 
time. The sample obtained was related to 176 companies listed on B3, in the period from 2010 
to 2020, with 4,031 initial observations. The model also has its analysis segregated by 10 
sectors which inform the companies that operate with the Securities and Exchange Commission, 
namely: (1) Industrial Goods; (2) Communication; (3) Cyclical Consumption; (4) Non-cyclical 
consumption; (5) Financial; (6) Basic materials; (7) Oil & Gas; (8) Health; (9) Information 
technology and (10) Public utility. The information was obtained from the Economática database. 
The results do not allow us to refute the proposed hypothesis that regulation influences analysts' 
error in forecasting absolute error and positive error. Thus, it points out that analysts' forecasts 
may have a magnitude of error far from what was realized and that they may present a 
confirmation bias, which implies overestimating the most regulated companies. 
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INTRODUCTION  

Nowadays, disclosure, that is, the disclosure of important information about a company, 

translates as a fundamental practice to ensure transparency to future and potential investors. 

This data sharing aims to provide clarity and confidence to the decision-making process in the 

financial market. For this reason, several professionals have migrated to the role of financial 

analysts, exerting influence on the orientation of investors and assisting in the management of 

their investments (Jensen & Meckling, 1976).  Broedel et al. (2007) demonstrated the relevance 

of accounting information in generating prediction for information users. 
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The aspects of transparency, governance and compliance are not sustainable without 

adequate informational disclosure, in this sense, Kaplan and Norton (2004) point out that the 

ability to communicate the company's strategy to the market is fundamental In addition, they 

play an essential role as information providers in times of data scarcity (Charitou et al., 2019). 

Analysts' projections, according to Locatelli et al (2020), stand out as crucial tools in 

reducing informational asymmetry and in the decision-making process of investors and other 

users. These projections, in addition to serving as guides for investors, play a significant role in 

the context of signaling theory, in which analysts take responsibility for interpreting and 

communicating the signals emitted by organizations to investors (Healy & Palepu, 2001; Salotti 

& Yamamoto, 2005). Oliveira & Girão (2018) also highlight the relevance of analysts' projections, 

highlighting their role in reducing informational asymmetry and in guiding investors regarding the 

available investment options. This interaction between analysts and investors contributes to a 

better understanding of the available investment options and to the formation of more informed 

decisions in the financial market. 

There is theoretical evidence that the extent of voluntary disclosure is related to the 

regulation of financial statements. Research conducted by a number of scholars, such as the 

studies of Lang & Lundholm (1993), Clarkson et al. (2008), Deumes & Knechel (2008), and 

Skinner (1994), suggests that voluntary disclosure tends to be more comprehensive when 

principled, in contrast to mandatory rules. The research on regulatory policies carried out by 

scholars such as Lang & Lundholm (1993) is largely based on the analysis of financial 

statements and the recommendations of market analysts, which emphasizes disclosure for the 

transparency and efficiency of financial markets. 

The relationship between voluntary and mandatory disclosure has significant implications 

for the quality and breadth of information disclosed by companies. Studies such as those by 

Clarkson et al. (2008) suggest that the increase in the quantity of dissemination does not 

necessarily result in a direct improvement in quality, but rather in an increase in the presence 

and detail of informational content. Also according to Lang & Lundholm, 1993; Clarkson et al., 

2008; Deumes & Knechel, 2008; Skinner, 1994, voluntary disclosures can fill gaps promoted by 

mandatory standards and thus promote the mitigation of informational asymmetry for the market. 

In the capital markets environment, financial analysts, regardless of whether they are self-

employed or belong to intermediary institutions, must thoroughly analyze the financial reports 

and mandatory and voluntary disclosures of companies. In addition, it is essential that they are 

aware of the relevant macroeconomic and sectoral indicators, aiming to solidly support their 

investment recommendations through the consolidation and careful interpretation of the 



 
  

 
 

available information. This practice, essential for determining the fair price of shares, is 

supported by the theory proposed by Ross (1977), which, based on the approach of incentives 

and signaling, offers a solid conceptual framework to understand the determination of the 

financial structure of companies. 

In addition, the most recent contributions by Ross, Westerfield, and Jordan (2019) explore 

the relationship between macroeconomic factors and the pricing of financial assets, enriching 

the analytical repertoire of financial market professionals and facilitating the prediction of stock 

prices. These studies provide  valuable insights that complement Ross' previously proposed 

theory, deepening analysts' understanding of the fundamentals that influence companies' 

investment and financing decisions. Thus, the joint analysis of micro and macroeconomic 

aspects is essential to rigorously support investment decisions in the capital market. 

Fama (1970) elaborated the efficient market theory. It posits that asset prices reflect all 

available information, and therefore it is difficult for investors to consistently earn returns that are 

consistently higher than the market. Malkiel (1973) expands on this idea, arguing that financial 

analysts, despite playing an important role in the interpretation and dissemination of information, 

face challenges in overcoming the efficient market due to the randomness of asset prices. 

Finally, Shiller (2000) complements this view by highlighting that financial markets can be 

influenced by behavioral and irrational factors, resulting in price movements that do not fully 

reflect the economic fundamentals of firms (Shiller, 2000). 

The efficient market theory advocated by Malkiel (2019) argues that the prices of financial 

assets follow a random pattern. In parallel, Myring & Wrege (2009) note that financial analysts 

provide more timely and revised forecasts more frequently than in the past, indicating an 

improvement in valuation performance. This improvement can positively impact capital market 

efficiency, as argued by Zortea et al. (2017), allowing investors to act with greater confidence 

and accuracy in their investment decisions. 

Market analysts' projections play an essential role in investors' choice of capital allocation, 

which is crucial in the valuation of traded stocks. His work, in evaluating the history of companies 

and projecting future profits, is extremely relevant in this context. Understanding the regulatory 

aspects and their impacts on these analyses is, therefore, an important tool. These projections, 

by providing significant signals for the economy, influence both management's intention to 

disclose and the assertiveness of analysts' forecasts (Lang & Lundholm, 1993; Dechow & 

Schrand, 2004; Santos et al., 2018). 

In this sense, this work aims to answer the following research problem: Does regulation 

have an impact on analysts' forecasting error? Thus, the general objective of this research is to 



 
  

 
 

understand whether the effect of regulation affects the analyst's error in predicting information 

from companies listed and active with the Brazilian Securities and Exchange Commission 

(CVM), in the period from 2010 to 2020. 

In order to expand the sources of research and debate on the subject, this work reflects 

on the phenomena and factors that affect the information zeroed by Brazilian capital market 

analysts. They, in turn, are used by investors.   

To this end, this research was structured in five sections, the first being this introduction, 

which presents a review of the scientific literature on the proposed theme. Next, the econometric 

modeling methodology, panel analysis, adopted for the research is presented. In the fourth 

section, the analysis of the data, whose results corroborate previous findings in the literature. 

They allow us to infer that, in the presence of greater regulation, the analysts' forecast error is 

lower. Finally, in the fifth section, the final considerations and suggestions for future research are 

recorded. 

 

LITERATURE REVIEW 

Studies by Patricia O'Brien in "Disclosure Regulation in the European Union" (2004) offer 

insights into the regulation of disclosure in the European Union and its effects on voluntary 

disclosure. The central premise is that voluntary disclosure only occurs when there are more 

benefits than costs for managers and/or companies (Dye, 2001). Christian Leuz, in his work 

"Disclosure and the Cost of Capital: Evidence from Firms' Responses to the Enron Shock" 

(2006), highlights the relationship between voluntary disclosure and the cost of capital of 

companies. In turn, Verrechia (2001) provides the conceptual framework of the Theory of 

Voluntary Disclosure, examining the incentives that managers and/or companies have to 

disclose information voluntarily. 

The researchers Carrigan & Conglianese (2015) inform through their studies that 

regulatory practices have a variety of instruments at their disposal to develop regulatory 

programs, but they have great flexibility in the design of their application strategies. Developing a 

comprehensive regulatory enforcement program requires decisions along a number of 

dimensions, each of which allows the regulator choices in how it interacts with its regulated 

entities. The level of rigor that regulated companies face is determined not only by the regulatory 

requirements themselves, but also by how they are implemented in practice. Once the limiting 

enforcement resources are provided, regulators can use segmentation, focusing their 

enforcement efforts on companies with poor compliance records. All regulators seek to achieve 

deterrence by deterring violations through the threat of punishment, but the types of deterrence 



 
  

 
 

emphasized by the regulator will have implications for how it designs its enforcement programs.  

Carrigan & Conglianese (2015) describe the variety of regulatory instruments available: 

different regulatory mechanisms provide regulatory targets with different levels of flexibility, 

which correspond to requirements for large or small amounts of information about regulated 

entities, as well as about the broader regulatory environment. While market-based or other 

alternative mechanisms may be considered more cost-effective than traditional policies, the 

conditions for their appropriateness may not always apply, and so other traditional mechanisms 

are more frequently implemented in practice (Keohane et al. 1998, Stavins 1998). 

 

Table 1 - Description of the Variety of Regulatory Instruments 

Type of regulation Description Primary Benefit Primary Cost 

Meaning-Based 
(Technology, Design 

or Specification) 

Features specific 
technology that can be 

used to meet the 
requirements 

Provides predictability 
and clarity for regulators 

and regulators 

It can "freeze" regulatory 
technology and inhibit 

companies' incentives to 
innovate. 

Performance-based Specifies the end goal 
without identifying how 
the company should 

achieve it 

Encourages companies 
to find cheaper ways to 
meet regulatory goals 

When applied uniformly, 
companies have no 
incentive to exceed 
regulatory targets 

Market-Based (Taxes, 
Charges, Licenses, or 
Marketable Securities) 

Uses market signals 
(not commands), 

including prices and 
quantities, to change 

behavior 

It concentrates its efforts 
on the 

companies that can do 
This is more cost-

effective 

Political resistance and 
potential for increased 
complexity of rules and 

enforcement 

Management-Based Requires firm planning 
to identify, minimize, and 

respond to hazards 

Allows businesses 
flexibility to design plans 

around their specific 
operations 

It is difficult for the 
regulator to know whether 
companies are involved in 

the planning process 
responsibly 

Obligatory 
Information 
Disclosure 

Requires companies to 
publicly disclose 
information about 

operations 

It can be implemented at 
a low cost for 

businesses and can 
facilitate competition 

It depends on the 
consumers 

to read and be able to 
understand and respond 

to the 
information 

Voluntary and Self-
Regulation 

Rewards behavior 
socially 

desirable, but does not 
oblige the 

companies to comply 
with the expected social 

behavior 

Reduces costs of 
regulator application and 

Provides flexibility 
Regulatory to 
companies 

It can intensify residual 
risk by falsely conveying 

the impression that 
companies have 

controlled the risks 

Source: Carrigan & Conglianese (2015) 

 

The breadth of regulatory instruments and enforcement strategies does not lend itself 

easily to broad generalisations. However, the vast literature examining these regulatory 

choices produces two general ideas which highlight the advantages of regulators with 

working knowledge of the various possibilities in the design and implementation of their 

regulatory programmes. Possible criteria on which a regulator can base its approach include 



 
  

 
 

its ability to reduce risk, cost-effectiveness, relative efficiency, flexibility, administrative 

feasibility, propensity to promote fairness, and ability to mitigate regulatory capture potential. 

Regulatory approaches can be used speculatively together to encourage better regulatory 

performance among regulated entities. This view can be found, for example, in responsive 

regulation, which combines legalistic and accommodative enforcement approaches to try to 

realize the advantages of interacting favorably with regulated firms, while maintaining the 

ability to sanction those who try to take advantage of the regulator's willingness to 

collaborate (Carrigan & Conglianese 2015). 

In recent years, according to Neto (2021), a point that is attractive to investors is the 

reduction of the cost of capital, as it reduces business risks and is essential to leverage a 

company's investments. However, to achieve this reduction, investments in corporate 

governance are necessary, through the institution of high management standards, given that 

the higher the corporate governance indexes, the more solid an organization tends to be and 

the more reliable and accurate the information made available. (Siqueira, 2023) 

However, the quality of the information can be questioned due to the possibility of 

errors by the analysts and, in fact, raise factors that may interfere with the analysis made by 

them. Research points to evidence of the relationship between competition and the absence 

of transparency, using the informativeness of the properties of errors and dispersions related 

to analysts' forecasting and employing a non-structural measure of competition (Fosu et al., 

2018 and Iqbal et al., 2021). That way we would have quality distortion. Thinking about the 

informational quality and accuracy of forecasts, it is inferred that analysts make more 

accurate earnings forecasts in economies with more economic freedom, suggesting that an 

increase in economic freedom would lead financial statements to be more transparent, 

reducing analysts' forecast bias. 

Considering this aspect, it is considered that the environment of informational 

uncertainty impacts analysts' forecasts and encourages their coverage and, in this sense, 

Dhaliwal et al., (2012), mention that there is evidence that forecasting error is reduced in 

companies located in countries with a higher informational environment, since there is a 

greater amount of information to anticipate market movements. 

In this scenario, considering that analysts' forecasts are sensitive to several 

operational and strategic factors of the company, to the quality of the information disclosed 

and other factors, as well as risk factors related to the company, it is mentioned in the study 

by Ananzeh, Husam et al. (2022), that predictability on the part of analysts is susceptible to 

errors,  but that these can be mitigated by the quality of the dissemination of the statements. 



 
  

 
 

According to the authors, this would avoid postponing the disclosure of information, since 

monitoring tools can inhibit discretionary practices of the manager. This is how the research 

hypothesis arises: 

H1: More regulated economic environments reduce analysts' forecast error.  

With the construction of the hypothesis, this topic of review of the economic and 

theoretical literature on the subject ends. Below, we present the methodological aspects of 

the research. 

 

METHODOLOGY 

ECONOMETRIC APPROACH 

The panel analysis methodology emerges as a statistical instrument in the evaluation 

and understanding of temporal dynamics and individual variations in financial contexts. It was 

adopted because it allows a statistical approach that examines data over time and between 

different units of observation. This ability to deal with longitudinal data allows the 

identification of patterns over time, such as the research carried out by Engle (1982) and 

Granger (1988).  

Still in the financial context, the technique is useful for analyzing asset performance, 

market behaviors, and factors that influence investment decisions. Authors such as Roll 

(1978), Barber & Odean (2001), Antoch, J., Hanousek, J., Horváth, L., Hušková, M., & Wang, 

S. (2019), and Peel, D. A., Peel, M. J., & Venetis, I. A. (2004) have applied panel analysis to 

understand the complexities of the capital market and evaluate the information issued by 

analysts.  

The methodology allows the identification of factors that influence investment 

decisions, such as macroeconomic policies, market indicators, and corporate variables. It 

was used by Fama & French (2004), who analyzed the efficiency of financial markets and the 

relationship between expected returns and different risk factors. 

Applied to the context of finance, it allows dealing with the heterogeneity between the 

observation units, enabling the inclusion of specific variables of each company or asset and 

making the analysis more adapted to the complexity of the capital market. I t also provides 

control for individual and temporal effects, minimizing views that may arise in longitudinal 

studies. These characteristics were useful in the studies of Roll (1978) and Lakonishok & 

Smidt (1984), which explore the quality of analysts' recommendations and their relationship 

with the future performance of assets. 

 



 
  

 
 

 

DESCRIPTION OF THE SAMPLE AND VARIABLES USED 

The sample of this study is composed of 176 companies operating in the Brazilian 

capital market, listed and active with the Brazilian Securities and Exchange Commission 

(CVM). The time series comprises from 2010 to 2020, with 4,031 initial observations. The 

information was obtained from the Economática database. 

 

PRESENTATION OF THE ECONOMETRIC MODEL 

The model proposed for this research has the following notation: 

 

𝑬𝑷𝑨 =  𝜶 + 𝜷𝟏𝑹𝑬𝑮𝒕−𝟏 + 𝜷𝟐𝑽𝑴𝒕−𝟏 + 𝜷𝟑𝑨𝑳𝑽𝒕−𝟏 + 𝜷𝟒𝑻𝑨𝑴𝒕−𝟏 + 𝜷𝟓𝑬𝑵𝑫𝒕−𝟏 + 𝜷𝟔𝑽𝑨𝑹𝑬𝑪𝒕−𝟏 + 𝜷𝟕𝑵𝑴𝒕−𝟏 + µ         (1) 

 

Its analysis is also segregated by 10 sectors that make up the companies that operate 

with the Securities and Exchange Commission, namely: (1) Industrial Goods; (2) 

Communication; (3) Cyclical Consumption; (4) Non-cyclical consumption; (5) Financial; (6) 

Basic materials; (7) Oil & Gas; (8) Health; (9) Information technology and (10) Public utility.  

The variables are defined in Table 2 below. 

 

Table 2 - Description of the variables 

Variable Description Formula Source 

Dependent variables: 

EPA 
Absolute 

It is the difference between analysts' consensus 
earnings per share and observed earnings per 
share, without considering the direction of that 
difference. It is a measure that establishes how 
far the forecast is from the actual result, without 
considering whether the forecast was too high 

or too low 

𝐸𝑅𝑅𝑂 𝐴𝐵𝑆𝑂𝐿𝑈𝑇𝑂 = 

| 𝑝𝑟𝑒𝑣𝑖𝑠ã𝑜 − 𝑣𝑎𝑙𝑜𝑟 𝑟𝑒𝑎𝑙| 
Graham, Harvey e 
Rajgopal (2005) 

EPA with 
Positive 

Value 

It occurs when the analyst's forecast is greater 
than the actual observed value. In this case, the 

analyst overestimates the actual result. 

 
𝐸𝑅𝑅𝑂 𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝑂 = 

𝑝𝑟𝑒𝑣𝑖𝑠ã𝑜 − 𝑣𝑎𝑙𝑜𝑟 𝑟𝑒𝑎𝑙 

Graham, Harvey e 
Rajgopal (2005) 

EPA with 
Negative 

Value 

It occurs when the analyst's forecast is lower 
than the actual observed value. In this case, the 

analyst underestimates the actual result. 

𝐸𝑅𝑅𝑂 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝑂 = 

𝑝𝑟𝑒𝑣𝑖𝑠ã𝑜 − 𝑣𝑎𝑙𝑜𝑟 𝑟𝑒𝑎𝑙 
Graham, Harvey e 
Rajgopal (2005) 

Variable of interest: 

REGt-1 

This is the dummy variable  to represent 
companies that have informed, in the reference 

form of the Securities and Exchange 
Commission, regulation risks section, that they 

are subject to state regulation. Although the 
company informed more than one state 

regulatory agent, the value of 1 for regulated 
and 0 for non-regulated was considered. The 

regulatory effect of the CVM itself was not 
considered for this study. 

1 if regulated, otherwise. 
Carrigan & 

Coglianese (2015) 

Control variables: 

VMt-1 Market value of the company. 𝑉𝑀𝑡−1 = Damodaran (2007), 



 
  

 
 

𝑉𝑎𝑙𝑜𝑟 𝑑𝑒 𝑀𝑒𝑟𝑐𝑎𝑑𝑜

𝑃𝑎𝑡𝑟𝑖𝑚ô𝑛𝑖𝑜 𝐿í𝑞𝑢𝑖𝑑𝑜
 

Jensen (2010) e 
Ross & Jordan 

(2018) 

ALAVt-1 Company leverage. 

𝐴𝐿𝐴𝑉𝑡−1 = 
𝑃𝑎𝑠𝑠𝑖𝑣𝑜 𝐸𝑥𝑖𝑔ì𝑣𝑒𝑙

𝑃𝑎𝑡𝑟𝑖𝑚ô𝑛𝑖𝑜 𝐿í𝑞𝑢𝑖𝑑𝑜
 

Modigliani & Miller 
(1963) Jensen, 

Black & Scholes 
(1972) e Diamond & 

Rajan (2001) 

TAMt-1 Company size. 𝑇𝐴𝑀𝑡−1 = 𝐿𝑛 𝑑𝑜 𝐴𝑡𝑖𝑣𝑜 

Grinblatt, Masulis, & 
Titman (1984), 

Zingales, & Rajan 
(1996) e Brigham & 

Ehrhardt, (2008) 

ENDt-1 Indebtedness of the company. 

𝐸𝑁𝐷𝑡−1 = 
𝑃𝑎𝑠𝑠𝑖𝑣𝑜 𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑛𝑡𝑒

𝑃𝑎𝑠𝑠𝑖𝑣𝑜 𝐸𝑥𝑖𝑔í𝑣𝑒𝑙 𝑎 𝐿𝑃
 

Gatchev, Spindt, & 
Tarhan (2009), 

Jensen (2010) e 
Scholes, Wolfson, 

Erickson, Maydew, & 
Shevlin (2014) 

 

VARECt-1 Change in the company's revenues. 

𝑉𝐴𝑅𝐸𝐶𝑡−1

=
𝑅𝑒𝑐𝑒𝑖𝑡𝑎𝑡 − 𝑅𝑒𝑐𝑒𝑖𝑡𝑎 𝑡−1

𝑅𝑒𝑐𝑒𝑖𝑡𝑎𝑡

 

Carroll, Choi, 
Laibson, Madrian, 

Metrick (2005), 
Dreman (2008) e 

Barber, Huang, Ko, 
& Odean (2020) 

NMt-1 
Dummy variable  to represent companies that 
were registered in the B3 Novo Mercado year 

before. 

1 if Novo Mercado, the 
opposite case. 

Bebchuk, Cohen & 
Ferrell (2002), 

Coffee Jr. (2002), 
Yermack, D. (2004) 

e Edmans. & 
Holderness, (2017) 

Source: Prepared by the authors. 

 

The Panel Analysis model will be displayed, using the fixed effect and the random 

effect.  In the fixed effect model, according to Wooldridge (2010), specific effects are 

incorporated for each individual unit. In this aspect, the model assumes that there are 

specific and constant characteristics associated with each individual unit and thus the 

characteristics affect the response of the dependent variable. 

In the random effect, Greene (2002) points out, the specific characteristics of the 

individual units are random variables. Thus, the variation between the individual units is 

modeled as a normal distribution, and the specific effects are estimated from this distribution. 

 

ANALYSIS OF RESULTS AND DISCUSSION 

To begin the analysis of the results of the proposed model, Table 3 presents the 

descriptive statistics, the description of the number of observations for each variable of the 

model, the mean obtained, the standard deviation and the maximum and minimum values.  

Table 3 shows that the maximum number of observations obtained is with the dummy 



 
  

 
 

variables Regulation and Novo Mercado, with 4,041 observations. The variable with the 

lowest number of observations is the Market Value, with 2,510 observations. The dependent 

variable Analyst Forecast Error is presented with absolute values, regardless of  whether it is 

above predicted or below predicted. The dependent variable "Analyst Forecast Error" is 

displayed with absolute values, regardless of whether they are higher or lower than the 

forecasts. During panel analysis, the analyst's forecast errors will be segregated into positive 

and negative errors, contemplating values both above and below the forecast. 

 

Table 3 - Descriptive Statistics 

Variables Obs Average 
Standard 
deviation 

Min Max 

EPA_ABS 3.943 0,2596954 0,5956543 0,001 3,461 

EPA_ANALISTA 3.943 
-

0,0809333 
0,4950894 -2,664 0,957 

REG 4.041 0,4345459 0,4957586 0 1 

VM 2.510 2.488.668 2.348.065 0,2734073 1.141.953 

ALAV 3.459 0,5619238 0,1847894 0,1667384 0,9509413 

THERE 3.686 1.633.538 1.624.489 1.358.799 2.082.213 

END 3.452 0,9587491 1.117.988 0,1218015 6.076.517 

VAREC 3.263 0,301906 0,9210234 
-

0,9795607 
3.313.866 

NM 4.041 0,5953972 0,4908758 0 1 

Source: Prepared by the authors. 

 

Table 3 allows us to evaluate the characteristics of the sample by variable that makes 

up the model, thus helping to understand the econometric model presented in Table 4 – 

Panel Analysis.  

The descriptive statistics presented in Table 3 allow us to identify that the REG 

(Regulation) and NM (Novo Mercado) variables are binary, with results of zero and one.  

They affect the proposed inferential model the greater the number of observations with 

results of zero, thus decreasing the total number of observations of the model.  

While the variable EPA_ABS, being in modulus, does not present a negative sign, the 

variable EPA_ANALISTA presents a minimum negative number and the average itself has a 

negative sign, showing a tendency of a greater amount of prediction error than of posi tive 

errors. 

The variable MV (Market Value) presents values far from minimum and maximum, 

captured by the standard deviation, indicating a large dispersion of the market values of the 

sample obtained. 

The Asset Size values were treated in natural logarithm to correct scaling problems in 

relation to the other variables. The variables ALAV, END, and VAREC are indices, so it 



 
  

 
 

makes sense to treat the TAM as a logarithm. 

The VAREC (Revenue Variation) presents a negative minimum number and distant 

minimum and maximum values, which is captured by the standard deviation, showing a 

heterogeneous behavior of the companies in these samples to the companies in relation to 

the evolution of revenue. 

Table 4 – Panel Analysis is structured with a fixed effect and a random effect 

segregated by the three aspects of the Analyst's Forecast Error, with the Absolute, positive 

and negative, and segregated by ten sectors. 

 

Table 4 - Panel Analysis 

Variables 
EPA 

Absolute 
EPA Positive EPA Negative EPA Absolute EPA Positive 

EPA 
Negative 

REG 
-0,049* 
(0,03) 

-0,031* 
(0,02) 

0,039 
(0,03) 

-0,041 
(0,04) 

-0,044* 
(0,02) 

0,028 
(0,04) 

VM 
-0,042*** 

(0,01) 
-0,021*** 

(0,00) 
0,043*** 
(0,01) 

-0,037*** 
(0,01) 

-0,017*** 
(0,00) 

0,038*** 
(0,01) 

ALAV 
0,0495*** 

(0,07) 
0,223*** 
(0,05) 

-0,545*** 
(0,09) 

0,515*** 
(0,08) 

0,252*** 
(0,05) 

-0,554*** 
(0,10) 

THERE 
0,023** 
(0,01) 

0,036*** 
(0,01) 

-0,017 
(0,01) 

0,011 
(0,01) 

0,010 
(0,01) 

-0,015 
(0,02) 

END 
0,018 
(0,01) 

0,007 
(0,01) 

-0,015 
(0,01) 

0,011 
(0,01) 

0,006 
(0,01) 

-0,008 
(0,02) 

VAREC 
-0,006 
(0,01) 

-0,005 
(0,01) 

-0,014 
(0,02) 

-0,004 
(0,01) 

-0,006 
(0,01) 

-0,025 
(0,02) 

NM 
0,018 
(0,03) 

0,020 
(0,02) 

-0,033 
(0,03) 

0,047 
(0,04) 

0,033 
(0,03) 

-0,082* 
(0,05) 

Constant 
-0,310* 
(0,16) 

-0,504*** 
(0,11) 

0,256 
(0,20) 

-0,195 
(0,20) 

-0,153 
(0,14) 

0,267 
(0,25) 

Estimator 
Random 

Effect 
Random 

Effect 
Random Effect 

Fixed Sector 
Effect 

Fixed Sector 
Effect 

Fixed Sector 
Effect 

Obs 2006 887 1100 1722 755 952 

R² 0,056 0,116 0,063 0,079 0,156 0,097 

Source: Prepared by the authors. 
Note: Standard error in parentheses. *, **, *** significant at 10%, 5% and 1%, respectively. 

  

Analyzing the results presented in Table 4, the number of observations used in each 

model is highlighted: in the random effect with absolute EPA, there were 2,006 observations, 

while the lowest number of observations occurred in the fixed effect with posit ive EPA with 

only 755 observations. 

The R2 calculated in each model, i.e., the explanatory capacity of the set of variables 

in relation to the behavior of the dependent variable (EPA), was 5.56% absolute EPA in 

random effect, lower explanatory capacity among the models, and 15.6% in Positive EPA 

with fixed effect. 

The association between the dependent variable Analyst's Forecast Errors and the 

main variable Regulation reports a statistically significant result of 10% in random effect in 



 
  

 
 

absolute and positive EPA and in the fixed effect in positive EPA. The regulation coefficient 

also registers a negative sign, allowing the inference that, for the sample, the greater the 

presence of regulation, the lower the analyst's error, both in the absolute value and in the 

overestimated estimate. 

The results obtained in this research are corroborated by previous studies, such as 

that of Gormley & Matsa (2016), which identified that more regulated companies are more 

associated with greater forecasting errors, suggesting that regulatory complexity can make it 

difficult for analysts to accurately assess them. In the same vein, there are the studies of 

Barth, Kasznik & McNichols (2001) and Leuz, Nanda & Wysochi (2003). According to them, 

accounting regulation affects the quality and availability of information disclosed by 

companies. The consequence of this is the impact on analysts' forecast error.  

There is also a study by Hutton, Marcus & Tehranian (2009), which deal with how 

financial regulation affects the assessment of risks by companies. They inferred that 

regulation can impact how companies manage and analysts interpret risks, which can 

influence forecasting errors. 

The results obtained with the observed sample point in the same direction as in 

previous studies. 

The Market Value variation was statistically significant at 1%. However, the coefficient 

for both fixed and random effect in the Negative APS presented a positive result, i.e., a direct 

association, while the other results were a negative coefficient with an inverse association. 

Thus, it is concluded that, both in absolute error and in positive error, the higher the market 

value of the company, the lower the analyst's error, which does not occur with a negative 

error, which has a positive association with the company's market value. 

Enterprise value is a relevant measure that can influence analysts in their forecasts 

and direct how it affects future stock prices. The results obtained in this sample are 

corroborated by studies by Kothari, Leone & Wasley (2005) and Zuo (2016), by inferr ing 

statistical significance of the size of the asset in relation to the analysts' forecast error.  

Also the variable leverage showed similar behavior to the market value, being 

statistically significant at 1%, and with a negative association in all models, except for the 

analyst's negative error in both the fixed and random effects. It is inferred that analysts with 

an anchoring bias tend to err on the lower estimates of companies that have higher leverage.  

The results related to the leverage variable are in line with studies by Myers & Majluf 

(1984), which highlight the importance of capital structure and how leverage can affect the 

value of the company, as well as Frank & Goyal (2009). There are also the studies of Myers 



 
  

 
 

& Majluf (1984) on the impact of leverage on corporate finance, and those of Graham and 

Harvey (2001) on leverage and market behavior. They create a theoretical framework for 

understanding the problem, although not specific about the relationship of analysts' 

prediction error. They address how leverage decisions influence market perceptions and 

expectations, which can have implications for analysts' forecasts. 

The variable Asset Size was significant at 5% in the random effect with absolute error 

and at 1% in the random effect with positive. In the other models, it was not statistically 

significant. In this sense, the larger the size of the asset, the greater the chance that analysts 

will make mistakes in the companies' forecasts. 

Studies by Cornett, Marcus, Saunders & Tehranian (2003) indicate that company size 

is a relevant variable that can influence analysts' forecasts, just as Francis & Olsson (2008) 

point out that factors such as company complexity and size can be factors of complexity, 

affecting analysts' forecast errors.  According to Brown, Leone & McVay (2012), accounting 

practices can be influenced by the size of companies, which, by extension, affect analysts' 

forecasts. The results found in this sample are consistent with the research of the 

aforementioned authors. 

The variables Indebtedness, Revenue Variation and Novo Mercado were not 

statistically significant. 

The relationship between analysts' forecasts, future returns, long-term growth, stock 

offerings, consistency of analysts' forecasts and the companies' sector of operation, and the 

relationship between the actual performance of companies associated with the sector in 

which they operate and analysts' forecasts are fields of study by authors such as Dechow, 

Hutton & Sloan (2000).  Bartov, Givoly & Hayn (2002), Li (2010) and Lee & So (2015). These 

scholars evaluate the influence of the company's sector of operation on the forecast made by 

the analysts and how this characteristic affects the analyses. 

When analyzing by sector, it was detected that the communication, basic materials 

and public utility sectors were presented in at least one of the statistically significant models 

to explain the error bias of market analysts. These sectors are extremely disparate both in 

performance and in the number of participants in the Brazilian capital market.  

 

FINAL CONSIDERATIONS 

The objective of this research was to understand whether the effect of regulation 

somehow affects the analyst's error when predicting future information from companies. For 

this, the reference forms that companies listed on the Brazilian Securities and Exchange 



 
  

 
 

Commission issue to the capital market regulator were analyzed. 

Brazil has a diverse range of regulatory agents that go beyond the traditional view of 

administrative regulation of prices and services, but also with the effect of entry and exit 

barriers and relationships that even affect competition, competitiveness, trademark and 

patent law, environmental, consumer, health safety and quality. 

The research problem that was sought to be answered in this research was whether 

regulation significantly affects analysts' forecast error. The hypothesis was that regulation 

has the effect of significantly reducing analyst error.  The model adopted to infer this 

relationship between prediction error and regulation was panel analysis with fixed and 

random effect. Three metrics were also adopted to determine the forecast error, the absolute 

value, the positive and the negative. 

The models adopted to evaluate the analyst's forecast error were based on the 

concept of systematic errors, either due to confirmation or anchoring bias. Another aspect 

evaluated was the segregation of the model by ten sectors, informed by the companies to  the 

securities and exchange commission. 

The results obtained do not allow us to refute the proposed hypothesis that regulation 

influences the analysts' error in forecasting with regard to absolute error and positive error. 

The study reveals that analysts' forecasts may be erroneous, with information far from what 

was realized, and may still present a confirmation bias, which implies overestimating the 

most regulated companies. 

The results obtained by this research are relevant to understand phenomena and 

factors that affect the information generated by Brazilian capital market analysts and that are 

used by investors in this market. 

It is suggested that future research should relate the number of state entities that 

impose regulation on the sectors and evaluate which sectors, given the number of regulatory 

agents, can influence analysts' forecast errors. 

  



 
  

 
 

REFERENCES 
 
1. Almeida, J. E. F., & Rodrigues, H. S. (2017). Effects of IFRS, Analysts, and ADR on Voluntary  

Disclosure of Brazilian Public Companies. Journal of International Accounting Research, 
16(1), 21–35. 
https://www.portalfea.fea.usp.br/sites/default/files/arquivos/anexos/voluntary_disclosure_ze
_herbert_05_2015.pdf 

 
2. Antoch, J., Hanousek, J., Horváth, L., Hušková, M. and Wang, S. (2019) Structural breaks 

in panel data: large number of panels and short length time series. Econometric Reviews. 
ISSN 1532-4168 doi: https://doi.org/10.1080/07474938.2018.1454378  Available at 
https://centaur.reading.ac.uk/79661/ 

 
3. Barber, B. M., & Odean, T. (2001). Boys will be boys: Gender, overconfidence, and common 

stock investment. The quarterly journal of economics, 116(1), 261-292. 
 
4. Barber, B. M., Huang, X., Ko, K. J., & Odean, T. (2020). Leveraging overconfidence. 

Available at SSRN 3445660. 
 
5. Barth, M. E., Kasznik, R., & McNichols, M. F. (2001). Analyst coverage and intangible assets. 

Journal of accounting research, 39(1), 1-34. 
 
6. Bartov, E., Givoly, D., & Hayn, C. (2002). The rewards to meeting or beating earning 

expectations.  Journal of accounting and economics, 33(2), 173-204. 
 
7. Baums, T. (2002). Changing Patterns of Corporate Disclosure in Continental Europe: the 

Example of Germany. Johann Wolfgang Goethe University and ECGI. Law Working Paper 
N°. 04. 

 
8. Bebchuk, L. A., Cohen, A., & Ferrell, A. (2002). Does the evidence favor state competition in 

corporate law?. Forthcoming, 90 California Law Review. 
 
9. Brigham, E. F., Ehrhardt, M. C. (2008). Financial Management Theory and Practice (12th 

Edition) Thomson: South-Western. Web site at 
http://www.thomsonedu.com/finance/brigham  or 
http://www.swlearning.com/finance/brigham.  These sites provided access for instructors 
and students. 

 
10. Broedel, Alexsandro, Lopes, Sant´Anna, Dimitri, Pinheiro De.  relevância das informações 

contábeis na Bovespa a partir do arcabouço teórico de Ohlson: avaliação dos modelos de 
Residual Income Valuation e Abnormal Earnings Growth. (2007). Revista De 
Administração, 42(4), 497-510. https://doi.org/10.1590/S0080-21072007000400009 

 
11. Budisantoso, A. T., & Suryanto, M. E. (2019). The Extent of Voluntary Disclosure Before and 

After IFRS Convergence in Indonesia. Advances in Economics, Business and Management 
Research, 92, 27-35. https://doi.org/10.2991/icame-18.2019.3 

 
12. Carrigan, C., & Coglianese, C. (2015). George J. Stigler, “The Theory of Economic 

Regulation”. The Oxford handbook of classics in public policy and administration, 287, 292-
93. 

 



 
  

 
 

13. Carroll, G.D., Choi, J.J., Laibson, D., Madrian, B., Metrick, A. (2005). Optimal defaults and 
active decisions. National Bureau of Economic Research. 

 
14. Charitou, A., Karamanou, I., & Lambertides, N. (2019). Analysts to the rescue? Journal of 

Corporate Finance, 56, 108-128. https://doi.org/10.1016/j.jcorpfin.2019.01.005 
 
15. Clarkson, P. M., Li, Y., Richardson, G. D., & Vasvari, F. P. (2008). Revisiting the relation 

between environmental performance and environmental disclosure: An empirical analysis. 
Accounting, Organizations and Society, 33(4-5), 303-327. 

 
16. Coffee Jr, J. C. (2002). Racing towards the top: The impact of cross-listing and stock market 

competition on international corporate governance. Colum. L. Rev., 102, 1757. 
 
17. Cornett, M. M., Marcus, A. J., Saunders, A., & Tehranian, H. (2003). The impact of 

institutional ownership on corporate operating performance. New York University Leonard N. 
Stern Schooç of Business. Department of Finance - Working Paper Series.  

 
18. Consoni, S., & Colauto, R. D. (2016). A divulgação voluntária no contexto da convergência 

às Normas Internacionais de Contabilidade no Brasil. Revista Brasileira de Gestão de 
Negócios, 18(62), 658-677. https://doi.org/10.7819/rbgn.v18i62.2242 

 
19. Christian Leuz. (2006). Disclosure and the Cost of Capital: Evidence from Firms' Responses 

to the Enron Shock. Journal of Accounting Research, 44(2), 277-302. 
 
20. Cupertino, C. M., Costa Júnior, N. C. A., & Martinez, A. L. (2012). Accrual anomaly in the 

Brazilian capital market. Brazilian Administration Review, 9, 421-440. 
https://doi.org/10.1590/S1807-76922012005000005 

 
21. Dalmácio, F.Z., Lopes, A.B., Rezende, A.J., & Sarlo Neto, A. (2013). Uma análise da relação 

entre governança corporativa e acurácia das previsões dos analistas do mercado brasileiro. 
Revista de Administração Mackenzie, 14(5), 104-139. 

 
22. Damodaran, A. (2007). Valuation approaches and metrics: a survey of the theory and 

evidence. Foundations and Trends® in Finance, 1(8), 693-784. 
 
23. Dechow, P. M., Hutton, A. P., & Sloan, R. G. (2000). The relation between analysts' forecasts 

of long‐term earnings growth and stock price performance following equity offerings. 
Contemporary Accounting Research, 17(1), 1-32. 

 
24. Dechow, P. M., & Schrand, C. M. (2004). Earnings quality. CFA Institute. 
 
25. Depoers, F. (2000). A cost benefit study of voluntary disclosure: some empirical evidence 

from French listed companies. European Accounting Review, 9(2), 245-263. 
 
26. Deumes, R., & Knechel, W. R. (2008). Economic consequences of firms' depreciation 

method choice: Evidence from capital investments. Journal of Accounting and Economics, 
45(2-3), 289-306. 

 
27. Diamond, D. W., & Rajan, R. G. (2001). Liquidity risk, liquidity creation, and financial fragility: 

A theory of banking. Journal of political Economy, 109(2), 287-327. 
 



 
  

 
 

28. Dreman, D. (2008). Contrarian investment strategies: The next generation. Simon and 
Schuster. 

 
29. Dye, R. A. (2001). An evaluation of ‘‘essays on disclosure’’ and the disclosure literature in 

accounting. Journal of Accounting and Economics, 32(1-3), 181–235.  
 
30. Edmans, A., & Holderness, C. G. (2017). Blockholders: A survey of theory and evidence. 

The handbook of the economics of corporate governance, 1, 541-636. 
 
31. Engle, R. F. (1982). Autoregressive Conditional Heteroskedasticity with Estimates of the 

Variance of United Kingdom Inflation. Journal of Econometrics. 5(4). July p, 986-1007. 
 
32. Fama, E. F., & French, K. R. (2004). The capital asset pricing model: Theory and evidence. 

Journal of economic perspectives, 18(3), 25-46. 
 
33. Francis, J., Olsson, P., & Oswald, D. R. (2000). Comparing the accuracy and explainability 

of dividend, free cash flow, and abnormal earnings equity value estimates. Journal of 
accounting research, 38(1), 45-70. 

 
34. Francis, J.; Nanda, D.; Olsson, P. (2008). Voluntary Disclosure, Earnings Quality, and Cost 

of Capital. Journal of Accounting Research Vol. 46 No. 1. 
 
35. Frank, M. Z., & Goyal, V. K. (2009). Capital structure decisions: which factors are reliably 

important?. Financial management, 38(1), 1-37. 
 
36. Gatchev, V. A., Spindt, P. A., & Tarhan, V. (2009). How do firms finance their investments?: 

The relative importance of equity issuance and debt contracting costs. Journal of Corporate 
Finance, 15(2), 179-195. 

 
37. Gibbins, M., Richardson, A., & Waterhouse, J. (1990). The management of corporate 

financial disclosure: opportunism, ritualism, policies, and process. Journal of Accounting 
Research, 28(1), 121-143. 

 
38. Gormley, T. A., & Matsa, D. A. (2016). Playing it safe? Managerial preferences, risk, and 

agency conflicts. Journal of financial economics, 122(3), 431-455. 
 
39. Graham, J. R., & Harvey, C. R. (2001). The theory and practice of corporate finance: 

Evidence from the field. Journal of financial economics, 60(2-3), 187-243. 
 
40. Graham, J.R., Harvey, C.R. and Rajgopal, S. (2005) The Economic Implications of Corporate 

Financial Reporting. Journal of Accounting & Economics, 40, 3-73. 
 
41. Granger, “Some Recent Developments in a Concept of Causality” (1988), The Journal of 

Econometrics. 
 
42. Greene, W. H. (2002). Econometric analysis 5th edition. International edition, New Jersey: 

Prentice Hall, 201-215. 
 
43. Grinblatt, M. S., Masulis, R. W., & Titman, S. (1984). The valuation effects of stock splits and 

stock dividends. Journal of financial economics, 13(4), 461-490. 
 



 
  

 
 

44. Gibbins, M., Richardson, A., & Waterhouse, J. (1990). The management of corporate 
financial disclosure: opportunism, ritualism, policies, and process. Journal of Accounting 
Research, 28(1), 121-143. 

 
45. Healy, P. M., & Palepu, K. G. (2001). Information asymmetry, corporate disclosure, and the 

capital markets: A review of the empirical disclosure literature. Journal of Accounting and 
Economics, 31(1-3), 405-440. doi:10.1016/s0165-4101(01)00018-0 

 
46. Hutira, S. (2016). Determinants of Analyst Forecasting Accuracy. [Tese de Doutorado. 

University of Pennsylvania]. Upenn. 
https://repository.upenn.edu/cgi/viewcontent.cgi?article=1010&context=joseph_wharton_sc
holars 

 
47. Hutton, A. P., Marcus, A. J., & Tehranian, H. (2009). Opaque financial reports, R2, and crash 

risk. Journal of financial Economics, 94(1), 67-86. 
 
48. Iudícibus, S., & Lopes, A. (2008). Teoria avançada da Contabilidade. Atlas. 
 
49. Jensen, M. C. (2010). Value maximization, stakeholder theory, and the corporate objective 

function. Journal of applied corporate finance, 22(1), 32-42. 
 
50. Jensen, M. C., Black, F., & Scholes, M. S. (1972). The capital asset pricing model: Some 

empirical tests. 
 
51. Jensen M., & Meckling, W. (1976). Theory of the firm: Managerial behavior, agency cost, 

and ownership structure. Journal of Financial Economics, 3(4), 305-360. 
https://doi.org/10.1016/0304-405X(76)90026-X 

 
52. Kahneman, D., & Tversky, A. (2013). Prospect theory: An analysis of decision under risk. In 

Handbook of the fundamentals of financial decision making: Part I (pp. 99-127). 
 
53. Keohane, N., Revesz, R.,  Stavins, R.N. (1998). The Choice of Regulatory Instruments in 

Environmental Policy. Harvard Environmental Law Review 22 : 313–367. 
 
54. Kothari, S. P., Leone, A. J., & Wasley, C. E. (2005). Performance matched discretionary 

accrual measures. Journal of accounting and economics, 39(1), 163-197. 
 
55. Lakonishok, J., & Smidt, S. (1984). Volume and turn-of-the-year behavior. Journal of 

Financial Economics, 13(3), 435-455. 
 
56. Lang, M., & Lundholm, R. (1993). Cross-sectional determinants of analyst ratings of 

corporate disclosures. Journal of Accounting Research, 31(2), 246. 
http://www.jstor.org/stable/2491273 

 
57. Lee, C. M., & So, E. C. (2015). Alphanomics: The informational underpinnings of market 

efficiency. Foundations and Trends® in Accounting, 9(2–3), 59-258. 
 
58. Leuz, C., Nanda, D., & Wysocki, P. (2003). Investor protection and earnings management: 

An international comparison. Journal of financial economics, 69(3), 505-527. 
 



 
  

 
 

59. Li, F. (2010). The information content of forward‐looking statements in corporate filings—A 
naive Bayesian machine learning approach. Journal of Accounting Research, 48(5), 1049-
1102. 

 
60. Li, X., & Yang, H. I. (2016). Mandatory Financial Reporting and Voluntary Disclosure: The 

Effect of Mandatory IFRS Adoption on Management Forecasts. The Accounting Review, 
91(3), 933–953. https://doi.org/10.2308/accr-51296 

 
61. Locatelli, O., Nossa, V., & Ferreira, F. R. (2020). Impacto da evidenciação de informações 

no valor das ações das sociedades de economia mista. Revista De Contabilidade E 
Organizações, 14, e168631. https://doi.org/10.11606/issn.1982-6486.rco.2020.168631 

 
62. Malkiel, B. G. (1973). A Random Walk Down Wall Street. W. W. Norton & Company. 
 
63. Malkiel, B. G. (2019). A Random Walk Down Wall Street: The Time-Tested Strategy for 

Successful Investing. W. W. Norton & Company. 
 
64. Martinez, A. L. (2004). Analisando os analistas: Estudo empírico das projeções de lucros e 

das recomendações dos analistas de mercado de capitais para as empresas brasileiras de 
capital aberto. [Tese de Doutorado, Fundação Getúlio Vargas]. 
https://bibliotecadigital.fgv.br/dspace/handle/10438/2464 

 
65. Myring, M., & Wrege, W. (2009). Analysts’ Earnings forecast accuracy and activity: A time-

series analysis. Journal of Business & Economics Research, 7(5), 1-10. 
https://doi.org/10.19030/jber.v7i5.2295 

 
66. Modigliani, F., & Miller, M. H. (1963). Corporate income taxes and the cost of capital: a 

correction. The American economic review, 433-443. 
 
67. Murcia, F. D. R., & Santos, A. dos. (2009). Fatores determinantes do nível de disclosure 

voluntário das companhias abertas no Brasil. Revista de Educação e Pesquisa em 
Contabilidade, 3(2), 72-95. https://doi.org/10.17524/repec.v3i2.68 

 
68. Myers, S. C., & Majluf, N. S. (1984). Corporate financing and investment decisions when 

firms have information that investors do not have. Journal of financial economics, 13(2), 187-
221.  

 
69. Neto, N. J. C. (2021). Governança corporativa: teoria e benefícios de sua aplicação na 

gestão. Revista Ibero-Americana de Humanidades, Ciências e Educação, 7(10), 512-522. 
 
70. Oliveira, A. S. de, & Girão, L. F. de A. (2018). Acurácia na previsão de lucros e os estágios 

do ciclo de vida organizacional: evidências no mercado brasileiro de capitais. Revista de 
Educação e Pesquisa em Contabilidade, 1(7), 121-144. 

 
71. Patricia O'Brien. (2004). Disclosure Regulation in the European Union. Springer. 
 
72. Peel, D. A., Peel, M. J., & Venetis, I. A. (2004). Further empirical analysis of the time series 

properties of financial ratios based on a panel data approach. Applied Financial Economics, 
14(3), 155-163. 

 

https://doi.org/10.11606/issn.1982-6486.rco.2020.168631


 
  

 
 

73. Kaplan, R. S., & Norton, D. P. (2004). Kaplan e Norton na prática. Gulf Professional 
Publishing. 

 
74. Roll, R. (1978). Ambiguity when performance is measured by the securities market line. The 

Journal of finance, 33(4), 1051-1069. 
 
75. Ross, S. A. (1977). The determination of financial structure: The incentive-signalling 

approach. The Bell Journal of Economics, 8(1), 23-40. 
 
76. Ross, S. A., Westerfield, R. W., & Jordan, B. D. (2019). Fundamentals of Corporate Finance, 

20 Edition, Mc Graw Hill Education. 
 
77. Rufino, M. A., & Monte, P. A. de (2014). Fatores que explicam a divulgação de informações 

voluntárias das 100 empresas com ações mais negociadas na BM&Fbovespa. Sociedade, 
Contabilidade e Gestão, 9(3), 59-75. https://doi.org/10.21446/scg_ufrj.v9i3.13332 

 
78. Salotti, BM e Yamamoto, MM (2005). Ensaio sobre a Teoria da Divulgação. Revista 

Brasileira de Negócios , 2 (1), 53–69. https://doi.org/10.15728/bbr.2005.2.1.4 
 
79. Santos, E. S., Silva, F. A. M., Sheng, H. H., & Lora, M. I. (2018). Compliance with IFRS 

required disclosure and analysts’ forecast errors: Evidence from Brazil. Contabilidade Vista 
e Revista, 29(1), 77-100. https://doi.org/10.22561/cvr.v29i1.3906 

 
80. Scholes, M. S., Wolfson, M. A., Erickson, M., Maydew, E., & Shevlin, T. (2014). Taxes & 

business strategy. Upper Saddle River, NJ: Prentice Hall. 
 
81. Siqueira A. A. (2023). Governança Corporativa e a Informatividade das Demonstrações 

Contábeis  [Tese de Doutorado Fucape]. Brasil. ES. Vitória. 
 
82. Skinner, D. J. (1994). Why firms voluntarily disclose bad news. Journal of Accounting 

Research, 32(1), 38-60. 
 
83. Stavins, Robert N. .(1998) Economic Incentives for Environmental Regulation. In The New 

Palgrave Dictionary of Economics and the Law, edited by Peter Newman. London, UK: 
Macmillan Reference ; New York, NY, USA. 

 
84. Verrecchia, R. E. (1990). Information quality and discretionary disclosure. Journal of 

Accounting and Economics, 12(4), 365-380. 
 
85. Wooldridge, J. M. (2010). Econometric analysis of cross section and panel data. The MIT 

Press Cambridge, Massachusetts London, England. 
 
86. Yamamoto, M. M., & Salotti, B. M. (2006). Informação contábil: estudos sobre a sua 

divulgação no mercado de capitais. Atlas. 
 
87. Yermack, D. (2004). Remuneration, retention, and reputation incentives for outside directors. 

The Journal of Finance, 59(5), 2281-2308. 
 
88. Zhang, J.; fan, Z.; wang, L. (2008). Corporate competitive strategy voluntary disclosure and 

company characters.Social Science Research Network. 
 



 
  

 
 

89. Zingales, L., & Rajan, R. G. (1996). Power in a Theory of the Firm. Available at SSRN 2091. 
 
90. Zortea, C. T., Galdi, F. C., Monte-Mor, D. S., & Beiruth, A. X. (2017). Eficiência do mercado 

de capitais após a adoção da IFRS no Brasil: aplicando o teste de Mishkin. Revista 
Contemporânea de Contabilidade, 14(32), 141-156. https://doi.org/10.5007/2175-
8069.2017v14n32p141 

 
91. Zuo, L. (2016). The informational feedback effect of stock prices on management forecasts. 

Journal of Accounting and Economics, 61(2-3), 391-413. 
 
 
 
 
 
 
 
 
 
 
 
Funding Agencies: FAPES. 


