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ABSTRACT 
Artificial intelligence (AI) has emerged as a tool for innovation in healthcare, redefining 

diagnosis, treatment, and hospital management. From algorithms that improve medical 

image analysis to clinical decision support systems, AI offers significant benefits in the 

efficiency and accuracy of healthcare services. However, the growing demand for AI 

requires computing infrastructure, supported by data centers that consume large 

amounts of energy and natural resources. These centers, responsible for training and 

operating models such as GPT-3, generate significant greenhouse gas emissions and 

require large volumes of water for cooling. In addition, the production of specialized 

hardware and the disposal of equipment intensify environmental challenges. 

Paradoxically, AI also offers solutions to climate problems, such as optimizing energy 

resources and predicting natural disasters. The objective of this manuscript is to explore 

this duality, analyzing the benefits of AI in healthcare and the environmental challenges. 

Furthermore, sustainable practices and emerging technologies seek a balance between 

technological advancement and environmental preservation. 
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INTRODUCTION 

Artificial intelligence (AI) has established itself as an essential tool in the 

healthcare sector, improving diagnoses, treatments, and management processes. Its 

use ranges from advanced algorithms for analyzing medical images to clinical decision 

support systems, promoting greater efficiency and precision in healthcare services 

(MARTINEAU, 2020). However, despite technological advances, the application of AI 

also raises important environmental issues. 

AI has revolutionized the healthcare sector, enabling more accurate analysis of 

medical data and promoting advances in personalized diagnoses and treatments 

(MARTINEAU, 2020). Models such as GPT-3 have been used to accelerate the 

analysis of large volumes of data, contributing to efficient hospital management. In 

addition, AI has demonstrated the potential to support telemedicine and predict 

epidemics, positively impacting access to healthcare in remote regions (ARBIX, 2024). 

Training and operating AI models require robust computing infrastructures, often 

supported by data centers that consume large volumes of energy and natural 

resources. In addition to generating significant greenhouse gas emissions, these 

centers also have a significant impact on water resources, with it being estimated that 

training large models, such as GPT-3, can consume millions of liters of clean water for 

cooling (LI et al., 2023). The location and energy source used by these centers directly 

influences the carbon footprint of AI, highlighting the need for more sustainable 

practices (ARBIX, 2024). 

Reviewed studies, such as that by (Li et al., 2023), highlight that training large AI 

models requires high energy and water consumption, due to the data center 

infrastructure. These centers can consume millions of liters of water and generate 

substantial carbon emissions, especially in places where energy is predominantly non-

renewable. MIT reports (MARTINEAU, 2020) also highlight the role of materials used in 

hardware manufacturing, which intensifies environmental and social impacts due to 

mineral extraction production chains. 

In addition, environmental impacts are not limited to energy consumption. The 

production and disposal of specialized hardware increases the extraction of materials 

and generates waste that contributes to environmental degradation and human rights 

violations in production chains (ARBIX, 2024). Paradoxically, AI also presents itself as 

an ally in the fight against climate change, being applied to optimize energy systems, 
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predict environmental disasters, and implement more sustainable supply chains 

(ECYCLE, 2024). 

The duality between the benefits and environmental impacts of AI is discussed in 

reports and articles reviewed in this study. Publications from the University of Berkeley 

and the journal Nature Climate Change reinforce the need for strategies such as the 

sustainable location of data centers, the adoption of renewable energy sources, and the 

optimization of computational processes to reduce the environmental footprint 

(ECYCLE, 2024). 

Artificial intelligence (AI) has significantly transformed the healthcare sector, 

offering innovative solutions for diagnostics, treatments, and management of medical 

systems. However, the environmental impact associated with its development and 

application has raised concerns, prompting discussions about the need for sustainable 

practices. This study is based on a literature review that considers both the benefits and 

environmental challenges of AI, based on data according to relevance and reliability 

criteria. 

Given this scenario, this article analyzes the use and benefits of AI in the 

healthcare sector, with a critical approach to environmental challenges. Based on a 

review of the impacts and existing solutions, we seek to propose paths that reconcile 

technological advancement with environmental preservation, promoting a sustainable 

future for the healthcare sector. 

 

METHODOLOGY 

This study uses an exploratory and descriptive approach to investigate and 

evaluate the impacts of artificial intelligence (AI) on health, with an emphasis on its 

environmental benefits and implications. The literature review was conducted in two 

main stages. 

A combination of articles in scientific journals such as Nature, MIT News, and 

academic publications in arXiv were used. The search strategy was based on the 

following keywords: (("Artificial Intelligence" AND "Health") OR ("Environmental Impact" 

AND "Sustainable Technology") OR (“Artificial Intelligence” AND "Environmental 

Impact") OR (“Artificial Intelligence” AND "Sustainable Technology")). Inclusion criteria 

were established: articles in English, published between 2018-2023. Exclusion criteria: 

duplicate studies, abstracts, review articles, and works without access to the full text. 
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After data collection, the analysis will be structured in two stages. First, the 

articles were organized into categories related to the benefits of AI in health and 

environmental challenges, including energy consumption, water footprint, and impacts 

related to hardware production. In the second, an integrative analysis was carried out 

based on the reviewed literature, critical analysis of the data, discussing the duality 

between the technological benefits of AI and its environmental impacts. Furthermore, 

the review is limited to the literature and the relevance of the sources used. The 

proposal of the manuscript is a dialogue with an emphasis on sustainable practices in 

the use of AI in health. 

 

RESULTS AND DISCUSSION 

Artificial intelligence (AI) has proven to be an indispensable resource in the 

health area, promoting significant advances in diagnostics, treatments, and hospital 

management. The positive impact of AI is evident, but it is necessary to discuss how 

these advances influence the environment, considering the ecological footprint 

associated with its development and use. 

 

CONTRIBUTIONS OF AI TO HEALTH 

The analysis of the collected data demonstrates that AI plays a central role in the 

transformation of medical practice, especially in supporting diagnosis and personalizing 

treatments. The predominant use of machine learning (72%) and deep learning (28%) 

among the articles analyzed indicates that these methodologies have been highly 

effective in extracting complex patterns from large volumes of medical data, such as 

electronic medical records and imaging exams. This reinforces the idea that AI can 

significantly improve diagnostic accuracy, as highlighted by (Carrasco-Ribelles et al., 

2023), who used predictive models to anticipate the evolution of chronic diseases, and 

by (Ladyzynski et al., 2022), who applied dynamic Bayesian networks to predict 

response to treatment in patients with chronic lymphocytic leukemia. 

 

TYPES OF ARTIFICIAL INTELLIGENCE 

Machine Learning (ML) is a subset of AI that allows systems to learn and improve 

from data without being explicitly programmed to perform specific tasks. It works 

through algorithms that find patterns in the data and make predictions based on these 
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patterns. ML is widely used in medical diagnoses, prediction of clinical outcomes and 

personalization of treatments, as presented in the articles (Mendo et al., 2021), 

(Maurovich-Horvat, 2021), (Zhu et al., 2022), (Ren et al., 2022), (Strauss et al., 2023), 

(Rodriguez-Diaz et al., 2022), (Kenner et al., 2021), (Mendo et al., 2021),(Montanaro et 

al., 2021) (Letterie, 2021), (Morey et al., 2021), (Ho et al., 2022), (Wu et al., 2022), 

(Reeves et al., 2021), (Kashyap et al., 2021), 

Deep Learning (DL) is a subcategory of Machine Learning characterized by the 

use of deep neural networks (DNNs) with multiple layers to process large volumes of 

complex data. This type of AI is particularly effective in recognizing complex patterns, 

such as medical images and speech. It has been widely used in imaging diagnostics, 

such as in the detection of cancer and ophthalmological diseases, and is present in the 

articles of (Rostam Niakan Kalhori et al., 2021), (Samaras et al., 2023), (Mohsen et al., 

2022), (Adler-Milstein et al., 2021) 

Natural Language Processing (NLP) is a subcategory of AI that focuses on the 

interaction between computers and human language, allowing systems to understand, 

interpret, and respond to human texts and speech. In the healthcare sector, NLP has 

been used to analyze medical records, identify symptoms in patients, and support the 

completion of medical records, among many other applications such as those presented 

in (Sagheb et al., 2022), (Mattay et al., 2023), (Riskin et al., 2023), (Shevchenko et al., 

2022), (Morin et al., 2021), (Samaras et al., 2023), (Tashman, 2022), (Yao et al., 2021), 

(Li et al., 2021) 

Generative Adversarial Networks (GANs) are a type of AI that involves two 

competing neural network models: a generator, which creates fake data, and a 

discriminator, which tries to distinguish the generated data from the real data. This type 

of AI has been used to improve the robustness of AI systems in medical diagnostics, 

simulating adverse scenarios and preventing attacks on diagnostic systems (Zhou et al., 

2021). 

Bayesian networks are probabilistic graphical models that represent a set of 

variables and their conditional relationships. In the healthcare sector, they are used to 

predict the progression of diseases and the effects of treatment in chronic conditions, 

such as chronic lymphocytic leukemia (Ladyzynski et al., 2022). 

Recurrent Neural Networks (RNNs) are a special type of neural network 

designed to handle sequential or temporal data. The main characteristic of RNNs is 
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their ability to maintain a “memory” over time, which allows information from previous 

inputs to influence future outputs. This is particularly useful in healthcare applications, 

where temporal data, such as vital signs or time series of symptoms, are analyzed 

(Carrasco-Ribelles et al., 2023). 

Explainable AI (XAI) is a branch of AI that focuses on making AI models more 

understandable to humans by providing explanations for how decisions or predictions 

were made. In the healthcare sector, this is crucial to increasing clinicians’ confidence in 

the predictions made by algorithms (Sariyar & Holm, 2022). 

In (Clement & Maldonado, 2021), study presents the use of AI to aid clinical 

decision-making in solid organ transplantation. AI is used to analyze large volumes of 

clinical data, including biomarkers and patient histories, providing personalized 

predictions for immunosuppression regimens. One of the main benefits mentioned is the 

ability of AI to identify patterns and make predictions that may not be easily detectable 

by humans. The study highlights the importance of overcoming challenges related to the 

transparency and explainability of AI algorithms, and suggests the creation of teams 

dedicated to the integration of AI in transplant centers, promoting the ethical and 

effective use of these tools in clinical practice. 

However, challenges related to trust in AI systems, particularly about “black box” 

models, remain significant. Sariyar and Holm (2022) argue that the lack of explainability 

of AI algorithms, a common phenomenon in advanced models such as deep neural 

networks, limits the trust of healthcare professionals in these systems, especially in 

clinical scenarios where critical decisions need to be made quickly. The analysis 

suggests that the implementation of explainable AI (XAI) can mitigate these concerns by 

making decisions more transparent and interpretable. 

 

PREDICTIVE MODELS AND CLINICAL DECISION SUPPORT 

Predictive models have played a crucial role in personalizing treatment and 

predicting outcomes in patients with serious conditions such as cancer and heart 

disease. According to (Ladyzynski et al., 2022), the use of dynamic Bayesian networks 

in patients with chronic lymphocytic leukemia allowed prediction of treatment response 

and prognosis based on clinical factors, contributing to more informed therapeutic 

decisions. This use of predictive models illustrates the potential of AI in handling 

complex medical data and personalizing health care. However, it is important to 
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highlight that these models are not without limitations. According to (Jain et al., 2021), 

AI applied to dermatology in telemedicine practices has demonstrated increases in 

diagnostic accuracy, but still faces barriers, such as variability in human assessments. 

Overreliance on AI systems without proper validation by human experts can lead to 

diagnostic errors, highlighting the need for ongoing oversight of the models. 

Khoury et al., 2022, emphasize that a framework is needed to evaluate, approve, 

and monitor the impact of these technologies. They highlight the importance of active 

participation by experts in the development, validation, and implementation of AI 

systems in the field of allergy and immunology, and discuss the challenges related to AI 

governance, education, and ethical issues, including equity in the use of these 

technologies. The article suggests that multidimensional data, both from electronic 

health records and immunological datasets, can be significantly reduced and analyzed 

to provide clinical decision support. However, to ensure the appropriate application of 

these technologies, professionals in the field must be involved throughout the process. 

 

CHALLENGES AND LIMITATIONS OF THE STUDY 

Although AI presents numerous benefits, its implementation in medicine also 

poses significant challenges. One of the main challenges is ensuring the quality of input 

data, since algorithms rely heavily on the quantity and quality of data to provide 

accurate predictions (Akay et al., 2023) and (Bajgain et al., 2023) complement the need 

for a review focusing on how AI-based systems can be developed to improve clinical 

decision support by correlating patient characteristics with outcomes, thus helping 

clinicians make informed decisions. Although there is significant potential, there are 

threats to the validity and challenges of clinical translation. 

Heterogeneity in data collection methods and reporting practices are highlighted 

as important obstacles to overcome for effective implementation. In addition, there are 

ethical and regulatory concerns regarding the use of AI in clinical settings, as 

highlighted in (Maurud et al., 2023), particularly about patient privacy and accountability 

for automated decisions. 

In (Gellert, 2023), paper explores how the increasing use of medical record 

assistants may be impacting the evolution of AI in electronic health records (EHRs). The 

AI discussed in the paper is primarily related to automation and the ability of EHRs to 

integrate new clinical evidence and facilitate efficient medical practice. 
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The paper argues that medical record assistants while increasing productivity 

and workflow efficiency for clinicians, may be slowing the progress of AI in EHRs by 

disconnecting clinicians from the process of system evolution. It suggests that the use 

of medical record assistants may isolate healthcare professionals from the continuous 

learning that occurs with AI integrated into EHRs, which could hinder the advancement 

of AI in healthcare. 

According to (Sariyar & Holm, 2022), trust in AI systems is another critical issue. 

Healthcare professionals are often hesitant to adopt these technologies due to the lack 

of transparency in the algorithms’ decision-making processes. To overcome these 

challenges, AI developers should prioritize creating systems that not only demonstrate 

high accuracy but also provide clear explanations for their predictions to increase trust 

and acceptance among clinicians. 

(Lim et al., 2022) explores the opinions of 603 patients on the use of artificial 

intelligence (AI) in the diagnosis of skin cancer. The survey revealed that 47% of 

participants were not opposed to the use of AI to assist skin specialists in diagnosis. 

However, 81% considered it important for a dermatologist to confirm the diagnosis and 

discuss the results with them. The study concludes that although patients accept the 

use of AI as a supportive tool, interaction with the clinician continues to be valued, 

highlighting the importance of the dermatologist’s presence during the diagnostic 

process. However, there is still resistance to adopting new technologies, as in (Samaran 

et al., 2021) who examined the difficulties faced by French general practitioners in 

diagnosing non-melanoma skin cancer and assessed their interest in using artificial 

intelligence tools to help in this process. The survey, which included 147 physicians, 

revealed that 98% face difficulties in these diagnoses, and 86% believe that an AI tool 

would be useful in the office. However, 68% would not be willing to pay for this type of 

software, highlighting that interest in AI is high, but cost and accessibility are important 

barriers to its adoption. In the article (Dobson et al., 2023), the authors examine 

patients' perceptions of the secondary use of their health information, beyond 

immediate care. The research used semi-structured interviews with health service users 

in New Zealand. The interviews explored scenarios about the use of health information, 

including current practices, artificial intelligence, machine learning, clinical calculators, 

surveys, registries, and public health surveillance. The results revealed four main 

themes: helping others, sharing data as important, trust, and respect. Participants 
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supported the use of their health information to help others and advance science, but 

placed conditions, especially related to trust in healthcare institutions to protect their 

data and ensure that it is not used in harmful ways. (Xu et al., 2023) and (Jeong & 

Kamaleswaran, 2022), argue that interpretability is crucial for the acceptance of clinical 

decision support systems in the clinical setting since healthcare professionals need to 

trust the results generated by these systems. In addition, challenges related to data 

complexity and the use of “black box” models, such as deep neural networks, which 

hinder transparency, are discussed. While the benefits are clear, the environmental 

impact of the use of AI is worth highlighting. The need to train and operate large 

models, such as GPT-3 and GPT-4, demands significant computational infrastructure, 

supported by data centers that are highly energy and resource-intensive. It is estimated 

that GPT-3 training consumes up to 700,000 liters of clean water and a substantial 

amount of electricity, the carbon footprint of which varies depending on the energy mix 

of the location (LI et al., 2023). 

Data centers used by major technology companies such as Google, Microsoft, 

and Amazon can dramatically increase CO₂ emissions depending on their locations and 

energy sources. In regions that rely on fossil fuels, these emissions become even more 

concerning. Reports indicate that AI’s carbon footprint is already equivalent to about 2% 

of global emissions, with a growing trend due to the increased demand for intensive 

computing (ARBIX, 2024; ECYCLE, 2024). 

In addition, the environmental impact is also associated with the production of 

specialized hardware. The extraction of rare minerals and the manufacturing of 

components require high energy investments, often associated with environmental 

degradation and human rights issues. These challenges place sustainability as a central 

theme in the debate on the use of AI in health. 

There are promising strategies to reduce the environmental impacts of AI without 

compromising its benefits in the health sector. The adoption of renewable energy 

sources to power data centers is a viable solution and is widely discussed in the 

literature (MARTINEAU, 2020). In addition, locating these centers in cold climate 

regions can reduce the need for intensive cooling and, consequently, energy and water 

consumption (LI et al., 2023). 

Improving the energy efficiency of hardware and developing AI models that are 

less dependent on computational resources are also important strategies. Furthermore, 
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transparency in the monitoring and disclosure of environmental data, such as carbon 

and water footprints, can drive public policies and investments in cleaner technologies. 

Although AI offers unique opportunities to optimize health systems, it is essential 

to consider its environmental costs. The implementation of sustainable practices and 

green technologies in the health sector, such as the use of AI to predict and mitigate 

environmental impacts, can balance this duality. Thus, health and sustainability can go 

hand in hand, promoting a future where technological innovation does not compromise 

the environment, but, on the contrary, contributes to its preservation. 

 

FINAL CONSIDERATIONS 

Artificial intelligence (AI) has been consolidating itself as a tool in the health 

sector, bringing significant advances in diagnostics, treatments, and hospital 

management. The accurate and rapid analysis of data has transformed medical practice 

and the quality of care. However, as these technologies gain prominence, concerns 

about their environmental impacts emerge. 

The analysis carried out in this study revealed an inherent duality in the 

application of AI in health. On the one hand, direct benefits, such as the optimization of 

medical resources and the personalization of treatments, contribute to a more efficient 

and accessible healthcare system. On the other hand, the high energy and water 

consumption for training and operating AI models, in addition to the environmental 

impacts associated with hardware production, present considerable challenges. 

It is essential to adopt sustainable strategies that balance technological benefits 

with environmental preservation. Strategically locating data centers in regions with cold 

climates and renewable energy sources is one of the most promising solutions. In 

addition, the development of more efficient computing technologies, such as low-energy 

hardware and less resource-intensive AI models, can significantly reduce the carbon 

and water footprint. 
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